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Abstract. Optical networks based on Wavelength Division Multiplexing (WDM) techniques are very likely to
be omnipresent in future telecommunication networks. Those networks are deployed in order to face the steady
growth of traffic, which is for a large part Internet related. In the resulting IP-over-WDM scenario, TCP /IP
constitutes an important fraction of the traffic transported over these networks. As IP networks are becoming
increasingly mission-critical, it is of the utmost importance that these networks (and hence the supporting
transport networks) be able to recover quickly from failures such as cable breaks or equipment outages. To that
end, several IP-over-WDM network scenarios and corresponding protection and restoration strategies have been
devised. It is clear that some trade-offs will have to be made in order to choose an appropriate strategy. In this
paper, we investigate the effects of such recovery actions on the behavior of TCP, being the ubiquitous protocol
used by today’s network users. We examine the influence of different parameters such as the speed of recovery
actions, changing length of the routes followed by the client data (TCP flows), changes in available bandwidth,
etc. Thereby, we focus on what the TCP end-users care about, i.e. the number of bytes transported end-to-end

within a certain time interval.
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1. Introduction

Telecommunication networks in recent years have faced an explosive traffic growth, mainly due
to the popularity of the Internet [1]. For a couple of years already, the data traffic volume
dominates (classical) voice traffic, and recent forecasts do not seem to predict a rapid slowdown
of this greediness for bandwidth [2]. Communication networks will be more and more optimized
for the dominant IP traffic, as TCP/IP is functioning as the convergence layer for practically all
forms of end-user communication in today’s data communication networks. It is foreseeable that
it will continue to do this in tomorrow’s multi-service networks, where IP-based applications
such as voice, video and other multimedia applications will generate the necessary revenues
(foreseen to outpace classical voice revenues). While some of these new applications tend to
use the unreliable User Datagram Protocol (UDP), the reliable Transmission Control Protocol
(TCP) today still is responsible for a major portion of the IP traffic [3, 4] and is used extensively
by many of the so-called peer-to-peer (P2P) applications [5] that arose in the wake of the
popular Napster, and are used for various purposes, ranging from file and knowledge sharing to
distributed computing.

To cope with the large traffic volumes that such a multi-service network necessitates, wavelength-
division multiplexing (WDM) technology has been devised. Fiber exhaust is currently solved
by multiplying the capacity of a fiber by means of point-to-point WDM systems; a multiplexing
technique that has proven to be very cost-efficient due to the economy of scale [6]. Current
optical component technologies enable to introduce networking functionality in the WDM layer
(by means of optical add-drop multiplexers and cross-connects), that laid the foundations for
an Optical Transport Network (OTN). Automating (the configuration of) these networking
functions will result in an Automatic Switched (Optical) Transport Network, currently under
development in e.g. the ITU [7].

Due to the growing importance of IP traffic and the opportunities offered by WDM technol-
ogy, many research activities are dedicated to bringing the two closer together, under the flag
of IP-over-(D)WDM [8]. A trend observed today is to eliminate or reduce intermediate layers
between IP and WDM. Generalized Multi-Protocol Label Switching (GMPLS) [9-11] promises
to offer the necessary control plane “glue” to join them quasi directly.

As TP networks grow more and more mission critical, more stringent requirements are imposed
on them: the support of service differentiation, introduction of quality of service (QoS) [12], but

also the ability to survive network failures [13], all are important research topics. The surviv-
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ability of a network is usually guaranteed by a set of restoration and/or protection schemes.
A question that arises when comparing those schemes is what the effect of such protection
actions is on the dominant client layer: TCP (according to recent measurements reported by
[4], it accounts for 85% of the packets, and more than 95% of the bytes transmitted on some
transatlantic links). This is the question we will focus on in this paper. Evidently, the extent
to which TCP withstands the actions taken by a protection mechanism is only one of the
touchstones to judge it on. Other criteria include the amount of control traffic and/or state
information it demands, and bandwidth requirements [14, 15]. This however lies out of the
scope of this paper: the only facet of the protection mechanisms we study here is their effect on
TCP behavior.

The remainder of this paper is structured as follows: in Section 2, we will give an overview of
GMPLS protection mechanisms. In the following Section 3, we will discuss the reactive nature
of TCP. The effects of the GMPLS recovery actions on TCP that we will study in this paper,
and the adopted approach, will be outlined in Section 4.1. In the subsequent sections, we will
present the simulations used to seek an answer to the questions raised in our discussion of
TCP: in Section 5, we will investigate the effect of the speed of protection switching, while in
Section 6 we will focus on the impact of the changing path length. The switch-back operation
to the original path after the failure has been repaired will be dealt with in Secion 7. The joint
impact of speed and changing RTTs will be discussed for the presented GMPLS recovery schemes
is the subject of the case study in Section 8. In Section 9 we will summarise the conclusions of

the paper.

2. GMPLS Protection Mechanisms

Protection in MPLS is based on pre-established Label Switched Paths (LSPs), spanning a single
link or node from an associated working LSP, or the whole working LSP from ingress to egress.
The former case is generally denoted as Local Protection, and the latter as Path Protection
[16, 17]. These protection mechanisms are illustrated in Fig. 1. Path Protection always (e.g.
during failure 1 and failure 2) switches the traffic in the ingress (node A in the figure) to the
single backup LSP. Local Protection needs a backup LSP per protected link or node: in case
of failure 1, traffic will be rerouted along the middle backup LSP —indicated by the dotted

arrows— that is pre-established between the end-points of the affected link B—C. In a similar
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Fig. 2. The Local Loop-Back technique combines the advantage of Path Protection (single backup LSP) and

Local Protection (protection switch performed locally in an LSR adjacent to the failure).

way, the backup LSP indicated by the dash-dotted arrows is used in response to failure 2. The
Label Switch Router (LSR) where the backup LSP is originating and the switch-over operation
from primary to backup path is performed, is called the Path Switch LSR (PSL), whereas the
Path Merge LSR (PML) is the one where backup and primary LSPs are merged into a single
outgoing LSP.

From the figure, some weaknesses of each of the approaches are immediately apparent. Local
Protection typically needs to foresee a backup LSP for each link (or node) of the primary LSP (in
Fig. 1, there is a backup LSP for each link) —yet, some workarounds exist where label stacking
is available [18]. Path protection on the other hand, while requiring only a single backup LSP
per primary LSP, necessitates additional signaling functionality (the PSL needs to be notified
of the upstream failure, in order to decide when to switch to the backup LSP) which takes more
time and thus results in more data loss.

A third protection scheme, illustrated in Fig. 2, was suggested in [19] and combines the “best
characteristics” of both schemes: Local Loop-back. The key idea of this approach is to have only
a single backup LSP per primary LSP, while permitting local protection switches (i.e. at the
node detecting the failure, without requiring a signal to be sent to a distant PSL). The figure
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Fig. 8. A protection merge (left) can be realized by a passive optical combiner, if and only if backup and primary
signals never are received simultaneously. If this condition cannot be met, a protection switch (right) is needed

instead of a protection merge [13].

shows that the loop-back protection switch is performed in different LSRs (although a single
backup LSP is required), under distinct failure conditions. The backup LSP consists of two
parts: first from the penultimate node back to the source node of the primary path (using the
same links in the reverse direction), and then via a disjoint path to the destination node. As
shown in the figure, at what LSR exactly the loop-back protection switch is performed, depends
on the failure conditions.

These protection mechanisms were originally conceived for electrical MPLS, which is a
packet-switch-capable (PSC) technology. The WDM layer however is an optical, lambda-switch-
capable (LSC) layer in GMPLS. When porting the mechanisms to a circuit-based, non-merge-
capable layer, such as the LSC layer (further denoted as MPAS), two main issues arise [15]. The
first is that merging primary and backup paths at the PML may not be possible, as illustrated
in Fig. 3. At all times, only one of the optical signals may be forwarded along the outgoing
interface —even when the available bandwidth would suffice, when looking at the bandwidth
effectively used by IP. Thus, when along both primary and backup incoming interfaces a signal
carrying data would come in, at least one of them will be discarded.

A second and related issue, which has its implications on the dimensioning of the network [14],
is that in MPAS a “label” corresponds with a wavelength, and therefore implies the occupation of
a “circuit”. Where PSC technologies allow statistical multiplexing of several (backup) LSPs over
the same link, MPAS and other circuit-switched approaches, such as TDM or fiber-switching,

do not.
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3. The reactive nature of TCP

The Transmission Control Protocol (TCP) is a connection-oriented data communication pro-
tocol, which is reliable in the sense that the sender keeps trying to send a data segment until
the receiver acknowledges its proper receipt and the acknowledgement packet (ACK) does not
get lost in the network. The amount of data the source may send out before it stops and waits
for ACKs to come in from the receiver, is limited by the minimum of the congestion window
(cwnd) and the receiver’s advertised window (rwnd).

While TCP is still being studied and continuously under development (see e.g. [20] for a
recent overview), the TCP basics have been described a relatively long time ago in RFC 793
[21]. The basis of TCP congestion control can be summarized in four components [20]: (i) the
additive increase multiplicative decrease (AIMD), halving the congestion window in response to
a packet drop, and if not, increasing it with one segment per round trip time (RTT); (ii) the use
of a retransmit timer to start resending packets if they are not acknowledged within a certain
period of time, denoted as the Retransmission TimeOut interval (RTO); (iii) the slow-start
mechanism for initial probing of available bandwidth, where cwnd is increased with one Sender
Maximum Segment Size (SMSS) per received ACK until it reaches the slow start threshold
(sstresh); and (iv) the principle of ACK clocking, sending packets in response to the reception
of ACKs.

When considering GMPLS, and in particular protection switching, two effects have an im-
portant impact on TCP behavior. The first is a sudden change in RTT experienced by the TCP
flows. Indeed, the time needed to deliver a packet from source to destination (and vice versa
for the ACKs) will change suddenly when the packets are sent along another path. The time to
elapse before TCP triggers the retransmission of a packet, i.e. the RTO, is based on an estimate
of this RTT that is called the Smoothed Round-Trip Time (SRTT), and is obtained by low-pass
filtering the measured RTTs, which also takes into account the variance on the RTT [22]. A
(protection) switch may cause the retransmission timer to expire, resulting in the unnecessary
retransmission of some data segments (when packets are not lost, but simply are underway for
a longer time). In order to respond reasonably fast to changing network situations, the low-pass
filtering of the average and deviation of the measured RTT should not react too slow.

A second effect is that a burst of consecutive packets may be lost when switching a flow to
another path. This will be the case when considering a protection switch in response to a link

failure: packets in transit on the failing link will be lost, and so will the subsequent ones, until the
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failure has been detected and appropriate action (in casu the protection switch) has been taken.
If we consider e.g. the NewReno version of TCP [23], it will fall back to the Fast Recovery/Fast
Retransmit algorithm. This procedure is triggered by the reception of three duplicate ACKs,
upon which sstresh is adjusted to half the flight size (i.e. the amount of unacknowledged data sent
out by the TCP source) and the congestion window is reset to sstresh plus three times the SMSS
(to account for the three segments that have left the network and caused the duplicate ACKs).
The first lost segment is then retransmitted. To keep track of the recovery process, the highest
unacknowledged sequence number is stored in the variable recover. The Fast Retransmit/Fast
Recovery process terminates when this sequence number has been acknowledged. Until then,
the source classifies the receipt of an acknowledgement in three categories [23]: (i) a Duplicate
ACK (with the same sequence number as a previously received one), (ii) a Partial ACK (with a
new sequence number, but not acknowledging all data sent out before the Fast Retransmit/Fast
Recovery procedure was triggered), or (iii) a Complete ACK (acknowledging all data, which
had been sent out at the time the Fast Recovery/Fast Retransmit procedure was triggered, i.e.
with sequence number recover).

In case a large burst of consecutive packets is lost —as may happen in case of a link failure—
the Fast Retransmit/Fast Recovery rules cause a performance lack. Indeed, we can interpret
these rules as follows. The number of duplicate acknowledgements —denoted as ndup— received
one RTT after initiating the Fast Recovery/Fast Retransmit procedure is calculated as the flight
size minus the size of the lost burst. This ndup is minimally three and maximally the flight size
(at the moment of the initiation of the procedure, or thus twice the new value of sstresh) minus
once the SMSS. This number ndup times SMSS gives the amount by which the congestion
window size is incremented above sstresh during the considered RTT. However, only the part
of the congestion window above the flight size allows sending new data (thus with a sequence
number larger than the value stored in the recover variable). The amount of new data sent
during this first RTT of the Fast Retransmit/Fast Recovery period can be estimated using
Eq. 1:

new = max(0, cwund — (lastsent — lastack))

= max(0, (sstresh + ndup) — flightsize)

= max(0, (sstresh + flightsize — burstsize) — flightsize)
(0

= max(0, (sstresh — burstsize)) (1)
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Fig. 4. Evolution of new data sent during successive RTTs in the Fast Retransmit/Fast Recovery phase of
TCP NewReno. The left part illustrates the case where burstsize>sstresh, whereas the right part illustrates
burstsize <sstresh. Note that the scales of the axes are not the same for both figures; the sloping part of the

graphs increases with one SMSS per RTT.

At the end of this RT'T, a partial acknowledgement should arrive as result of the retransmitted
segment. The effect of the partial acknowledgement is that the flight size is decremented by
the amount of acknowledged data (equaling the size of the acknowledged data segment); this
is SMSS bytes more than the decrement of congestion window size (which is typically zero). In
other words, the receipt of a partial acknowledgement causes the flight size to decrement faster
than the congestion window size. Therefore, after the receipt of one or more partial ACKs, the
amount of new data that can be sent during the following RT'T will evaluate to a strictly positive
value. Subsequently, it keeps growing by one SMSS per retransmitted data segment (i.e. per
RTT). Indeed, while the second lost segment is retransmitted, the source will receive a duplicate
acknowledgement for each data segment potentially sent out during the first RT'T. Each of those
duplicate ACKs will result in the increment of the congestion window with one SMSS, allowing
the same amount of new data to be sent out, in addition to the SMSS gain of the previous
partial acknowledgement: the number of newly sent packets increases with one per RTT. This
scenario per RTT will keep repeating until the last lost segment has been retransmitted. The
amount of new data transmitted each RTT during the Fast Retransmit/Fast Recovery period
is sketched in Fig. 4.

In conclusion, the fast recovery/fast retransmit procedure would last for the number of lost
data segments (burstsize) times the RTT. As long as the size of the unacknowledged burst
remains higher than sstresh (minus SMSS), no progress will be made. The overall progress

during this procedure is estimated as follows:

max(0, sstresh — burstsize) + (sstresh — SMSS))
2

progress =
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min(sstresh, burstsize)

SMSS

(2)

This may become significantly less efficient than e.g. returning to slow start, when the size of the
burst of lost data becomes too large. The drawback of slow start is that it needs to retransmit
everything outstanding at the time the source detects a loss (i.e. twice the sstresh). Therefore,
the maximal burst size (mbz) for which the Fast Recovery/Fast Retransmit procedure would
effectively turn out to be the fastest is given by the inequality Eq. 3. The right hand side gives
the amount of data sent during mbz round-trip times, having sequence numbers starting with
the first packet of the burst. The left hand side gives the number of packets that would have

been transmitted using the Fast Retransmit/Fast Recovery algorithm of NewReno.

progress + 2 - sstresh > (1 +2+ .-+ + 2™%) . SMSS

> (2mb# ). SMSs (3)

The conclusion is that, when developing a fast protection scheme, one should try to minimize
the amount of lost packets: when this is not the case, one would intuitively expect from the
above that it is better to allow the RTO timer to expire, bringing the TCP connection back
into the slow start mode.

The discussion held so far focussed on a single TCP flow. However, a link will usually carry
a multiplex of many TCP flows, and therefore the number of losses inflicted on a single TCP
flow (i.e. the burstsize) and/or the number of affected flows may be relatively low. What exactly
the effects of switching are on such an aggregate of flows, hence is not that straightforward to
predict and far more difficult to capture in formulae. This is why we resorted to simulations, as

described in the following section.

4. The effects of recovery actions on TCP

From our discourse on the reactive nature of TCP, we have learnt that for TCP basically two
effects take place when considering network failures and GMPLS recovery actions: a burst of
packet losses, and the changing RTT because of the switch to a (usually longer) backup path.
Now, how well are recovery actions, and the aforementioned effects they cause, digested by the
principal client layer protocol TCP? In Section 4.1 we will clarify what exactly we will focus on.

For our study, we have resorted to simulations, whose set-up will be discussed in Section 4.2.
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The criterion used to quantify the behavior of TCP is the so-called goodput, which is briefly

explained in Section 4.3.

4.1. Toprics

We will address four topics, being (i) the effect of protection speed, (ii) the effect of changing
RTTs at a switch-over, (iii) the effects of switch-back operations for both optical and electrical
GMPLS layers, and (iv) how the previously discussed effects translate to the major GMPLS
protection strategies.

The first issue we will investigate is what the influence is of the speed of protection switching
on TCP flows. Indeed, using a (G)MPLS protection mechanism, the network can respond quite
fast to network failures. The question arises how advantageous this is from a TCP point of view.
Clearly, the number of losses inflicted on the TCP flows will be directly related to how fast the
connectivity is restored after a failure. Also, if the time needed to perform the switch-over to
an alternative path is relatively large compared to the RTT for the affected flows, then TCP’s
retransmission timer may expire, causing it to fall back to slow start. As indicated before, this
implies that the retransmission of the lost packets may be realised at a quicker pace than with
the Fast Recovery/Fast Retransmit procedure. Still, the fact remains that due to the longer
outage of the connectivity more packets will be lost. What the net effect is, and how much
worse off we are when the protection switch times get larger, will be addressed in Section 5. The
issue of protection switching speed gets even more interesting when those actions are performed
by an (electrical) PSC layer. In that case, the “switched flows” redirected via a backup path may
have to share bandwidth with “fixed flows” already present on (parts of) the backup path and
whose routing is not changed in response to the failure. Thus, not only the flows crossing the
failing network part, but also other flows will be affected by a failure. The speed of protection
switching will have a major impact on how this interaction between “fixed” and “switched”
flows evolves.

The speed of protection switching mainly affects the number of losses inflicted on the suffering
TCP flows. A second important effect of protection switching we highlighted before was the
change in RTT. Usually the backup path, to which TCP flows will be switched by a GMPLS
recovery mechanism, will be longer than the originally followed working path. Therefore, when
switching TCP flows to the backup path, they will experience a sudden increase in RT'T, possibly

causing their RTO timer to expire. Indeed, this timer uses an estimate of the RT'T (see Section 3)
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that is based on the shorter original working path. This results in unnecessary retransmissions
of segments that simply had to make a longer journey than their predecessors. Exactly how
detrimental this effect is, is the subject of a second series of simulations presented in Section 6.

A third set of experiments, focusses on the switch-back operation that may follow a repair
of the network failure. When flows are switched back to the original paths, this results in a
decrease of the RT'T. Moreover, depending on the GMPLS layer at which the recovery actions
are performed, out-of-order-delivery and/or packet losses may be inflicted on the TCP flows.
If the GMPLS layer is a merge-capable one —such as electrical MPLS— the PML will merge
packets redirected to the original working path with those still traveling on the longer backup
path. Obviously, out-of-order delivery will result, causing some innecessary retransmissions.
When both incoming links (along working path and backup path) at the merge point are highly
loaded, also buffer overflows (implying packet loss) may occur. For non-merge-capable GMPLS
technologies —such as any optical layer, recall Fig. 3— after the switch-back operation the
packets still underway along the backup path will be discarded at the PML, thus requiring
retransmission. The difference in TCP behavior for electrical and optical cases following the
switch-back operation are treated in Section 7.

Using the insights gained by adressing the outlined issues, we will try to asses the main
differences between the prevailing GMPLS protection strategies. A case study will compare

them from a TCP point of view in Section 8.

4.2. SIMULATION APPROACH

The answer to the questions raised by the four topics is sought by means of simulations, using
the wide-spread tool Network Simulator (a.k.a. ns-2) [24]. This is a discrete event simulator
targeted at networking research, providing substantial support for simulation of TCP, routing,
and multicast protocols over wired and wireless (local and satellite) networks.

To investigate a particular protection scheme, or one of the parameters playing an important
role in its effects on TCP behavior, we will always refer to the same generic topology (or part
thereof). The network we consider is made up of an (G)MPLS backbone in which we simulate a
link failure, as sketched in Fig. 5. The parameters used for the simulation are listed in Table 1. We
have chosen to keep the bottleneck —causing the losses that will limit the bandwidth troughput
generated by the TCP flows— to be located in the access part of the network (at least under

failure free conditions) by giving the access links a lower bandwidth. The propagation delay of
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Fig. 5. Illustration of general set-up of our simulations. Each LSP carries an aggregate of 100 TCP flows,
originating at nodes Sz that are connected to the backbone via access links, of which the first (to node A)
has a randomly generated length (in terms of propagation delay). The TCP sources are started at different

random times.

the links was set in the range of 1-60 ms depending on the scenario at hand, resulting in RT'Ts
of the order of one to a few hundred milliseconds (see resp. sections for exact values).

The packets flowing through this network follow predefined routes (paths), for which we
exploit the MPLS provisions of the simulation tool —evidently, the exact routing paths depend
on the protection mechanism under study. Along these paths, an aggregate of many TCP flows
is sent. In order to reflect that each of these flows usually will be starting and/or continuing
outside the backbone, and therefore may experience different delays, we have added different
access nodes. Each of these access nodes will act as the source of a set of TCP connections.
The access nodes will be connected to the rest of the network through access links having
randomly generated propagation times uniformly distributed in the range [10ms,100 ms]. In
addition, to avoid unnatural synchronization between flows originating at the same access node
in our simulated topology, we also use the random generator to determine the starting times
of the TCP flows. Consequently, the network will be loaded with a mixture of TCP flows with
uncorrelated starting times. Furthermore, by experiencing different RTTs, the flows will have
different reaction times to network changes affecting their RT'Ts; indeed, both the RTO timeout
mechanism and the ACK-clocking mechanism are largely dependent on this RTT.

The two main parameters that will be varied for the scenarios used to address the topics

outlined before are:
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Table 1. Common simulation parameters.

Parameter Value

TCP TCP NewReno [23]

nr. of source nodes 10

nr. of TCP flows 10 per source node (thus per LSP 100 in total)
access bw. 80% of backbone bandwidth;

(90% for the timing effects in Section 5)

rand delay randomly generated propagation delay using uniform
g g g

distribution in [10 ms,100 ms]

e Protection speed: This is the time that elapses between the occurence of the link failure,

and the switch of the flows to the alternative path. It will be denoted by 4.

e Change in RTT: This is related to the extra propagation time the TCP flows will experi-
ence when they are switched from the primary to the backup path. For propagation times,
we will use roman letters, usually d. The resulting difference in RT'T between primary and

backup paths will be denoted by ARTT.

The scenario used to investigate the effect of changeing these parameters will consist of three
periods of five seconds each, as summarised in Table 2. During the first period, the TCP sources
will start and gradually fill the network with traffic. At £ = 5s, the link LSR1-LSR2 will go
down. Subsequently, at ¢ = 5s + d, the protection switch will be carried out, rerouting the
affected flows along the backup path. In order to be able to precisely influence the timing, we
perform the switch “manually” exactly ¢ (delta) seconds after the link went down. That means
that all packets in transit on link LSR1-LSR2 at the time of the failure (¢ = 5s) and arriving
at LSR1 (or LSR2 for the ACKs) between ¢t = 5s and 5s + ¢ will be lost. The last 5s period of
our simulation, the link LSR1-LSR2 will be up again.

Each scenario was simulated 150 times different random seeds to generate the start times of

the TCP sources, and the rand propagation delays of the access links.
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Table 2. Common simulation scenario.

Time Event

t=0s Start of simulation

0.5s<t<1s TCP sources start to generate traffic
t=>5s Link LSR1-LSR2 goes down
t=5s+4 Protection switch is carried out
t=10s Link LSR1-LSR2 is up again
t=15s End of simulation

4.3. TCP GOODPUT

The criterion we will use to evaluate the protection mechanisms is TCP goodput. This is the
number of unique bytes successfully transmitted end-to-end (i.e. from TCP source to TCP
destination) within a certain time interval, expressed in e.g. bytes per second. Clearly, this is
what end-users of the network employing TCP will care about. In the graphs we present, we
usually will express goodput relatively to the link bandwidth available to the (aggregate of)
TCP flow(s). This means that we take the total of successfully transmitted bytes, as recorded
in a variable bytes (see further), at fixed times ¢; = i - T, with an interval of duration 7', and
divide it by the maximum number of bytes that could have been transmitted (i.e. 7" multiplied

by the bandwidth): the plotted values are given by Eq. 4.

\ _ bytes(ti) — bytes(ti—1) o
Good(ti) = = podwiam > 6T @)

Using ns—2, we record the goodput at the TCP receiver, which is called the Sink. We have
slightly extended the ns—2 program to make a Sink keep track of the number of bytes that it
has received in order; for this we use a variable named bytes. This variable, associated with a
Sink, is updated upon the receipt of a packet, sent by the corresponding TCP source. Based on
the sequence number contained within the TCP header, the Sink is able to determine whether
the packet contains data that (i) hasn’t been sent before, and (ii) is the data packet it expected
to receive next (i.e. causing a new ACK to be sent out, which may be a partial ACK or a

complete ACK). Only when both conditions are fulfilled, the variable bytes tracing goodput
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is incremented. Another way of describing this, is that upon each receipt of a packet, bytes is
incremented with the newly ACKed data: the byte sequence number sent in the ACK minus
the one sent in the previous ACK.

Consequently, when a packet loss has occurred, there will be no advance in goodput (as traced
by bytes) for the TCP flow it is part of, until the packet has been successfully retransmitted.
With the Fast Retransmit/Fast Recovery, this will occur only when a partial or complete
ACK would be sent out. However, in the meantime new packets may have been sent out and
successfully received by the Sink, causing duplicate ACKs, before the lost packet arrives. Hence,
when finally the lost packet arrives, the bytes variable will suddenly increase with the difference
between the highest received sequence number and that of the predecessor of the lost packet
(assuming that since the losses triggering the Fast Retransmit/Fast Recovery, no other packets
have been lost). When plotting the goodput evolution relatively to the available link bandwidth,
this increase can obviously cause the goodput value for the corresponding time interval (given

by Eq. 4) to be bigger than 100%.

5. The effect of timing: the influence of the speed of protection switching

5.1. PURPOSE AND SIMULATION SCENARIO

The first issue we address is the impact of the speed at which the protection switch is carried
out. As outlined in Section 4.1, in a packet-switch-capable (PSC) GMPLS domain, the impact
of the protection switch will be the biggest. In a PSC domain, the flows switched to a backup
LSP will go into competition with other flows already present on (parts of) the backup LSP.
The observed behavior will depend for a large part on the timing of this protection switch.
Indeed, when the switch is performed very fast, the TCP flows being switched to an alternative
path will still be sending at a relatively high rate (as they will not have detected any packet
losses yet) when joining other flows on the links that are part of the backup path. This may
cause severe buffer overflows, resulting in excessive segment loss. Therefore, it is not obvious
that making a protection mechanism act as fast as possible is the best thing to do.

The set-up used to investigate these matters is depicted in Fig. 6. We set up two sets of TCP
flows: the “switched flows” originating at nodes S0-S9 following an LSP that will experience
a failure and subsequent protection switch, and the “fixed flows” originating at nodes FO-F9

that keep following the same primary LSP (unaffected by the failure); the ACKs will follow the
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1 TCP flows |
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= = working switched ====: backup switched : working fixed

Fig. 6. Simulation set-up used to study the impact of protection switch speed on TCP.
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Fig. 7. TCP goodput evolution over time for different values of the switching time (delay) d for the whole of the
“switched” resp. the “fixed” flows. The goodput is expressed in % of backbone link bandwidth and was measured

with a resolution of 10ms (i.e. 7=10ms in Eq. 4).

reverse paths. The simulation period we focus on is when the link LSR1-LSR2 goes down, thus

the interval [55,105s].

5.2. RESULTS FOR THE ELECTRICAL CASE

In Fig. 7, the evolution of goodput over time is depicted for different values of ¢ in the scenario
presented before. There the heavy impact of the immediate buffer overflow on the fixed flows
for §=0 is clearly visible. Also, note that the time it takes for the interacting TCP flows to
stabilize is in the order of a second or more.

We compared the different values of § by considering f(8) = Good(8) / Good(0), where Good (6)
is the total goodput, attained by the whole of fixed and switched flows, during the first 1.5
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Fig. 8. Histograms (with a resolution of 5%) and normal fits for relative amount of goodput. A marker at (z,y)

for a particular 6 means that y% of the simulation results had f(4) within [z, z + 5%).

Table 3. Comparison of different protection switch delays. The left
column represents the x-value corresponding to the average of
f(8), ie. the peak of the normal fit in Fig. 8, minus 1 (this
is Good(8) /| Good(0 ms) —1). The second column indicates the per-
centage of simulation results where f(d)<100% (or, equivalently,
Good(d) < Good(0 ms)), whereas the rightmost column gives the number

of simulation results where Good(d) was maximal (i.e. compared to other

delays).
relative difference
% of random % of random
in goodput
4 cases where 0 is cases where delay

compared to

worse than § =0 4 is best
§=0

0.000s 0.00% 0.00% 20.00%
0.050s +9.85% 24.00% 64.67%
0.250 s +4.99% 36.67% 9.33%
0.500s +4.39% 42.67% 5.33%
1.000's +1.75% 49.33% 0.67%

seconds after the link failure for switching time 4, as listed in Eq. 5. We chose 1.5 s as “integration
interval”, it being the relevant period for the differences in behavior for smaller values of §.
Using the data of our 150 runs, we constructed the histograms and corresponding normal fits as
depicted in Fig. 8. That graph shows that, on average, all cases of §>0 result in a better goodput

than having an immediate protection switch (6=0). Numerical results from the comparison are
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summarized in Table 3.

Good(d) = goodput for all flows in (55,6.5s| for switching time §

Z bytes(6.5ms) — bytes(5s)

1.5s - bandwidth (5)

Vv flows

These results seem to lead to the conclusion that pushing fast protection to the limit (i.e.
extremely fast) may not be the wisest thing to do. From a qualitative point of view, the influence
of changing d can be explained as follows: if ¢ is set to zero (which corresponds to an immediate
detection and subsequent triggering of the protection mechanism), the switched flows will join
the fixed ones at LSR5 at a time when they are both sending at a quite high rate (limited only
by the rate of the access links A-LSR4, resp. C-LSR8). This will result in an immediate buffer
overflow at LSR5, causing a burst of losses affecting both flow categories. When introducing a
certain delay (§ strictly positive), the switched flows will experience a higher number of losses
(as packets cannot be forwarded along the primary path during that time), forcing the TCP
sources to back off before they are switched to the backup path. The immediate buffer overflow
at LSR5 will be avoided, and the fixed flows will be approached more “gently”. We can indeed
not avoid link LSR5-LSR6 becoming the bottleneck, but the buffer overflow at LSR5 will occur
at a later time, and will cause fewer losses compared to the §=0 case. Indeed, carrying out the
protection switch as fast as possible in the considered case of electrical MPLS is not the most
advantageous thing to do: it may be better to have a slightly slower protection action.

However, to decide what exactly is the “best” time to perform the protection switch, is not
obvious. It at least depends on the link load (in the case presented above, when all links are up,
backbone links are loaded for max. 90% due to the limits in the access part, but a protection
switch results in a sudden load on link LSR5-LSR7 of almost 180%), the RTT experienced by
the TCP sources (larger RT'T means slower response to topology changes), and the number of
concurrent TCP flows (larger number results in faster stabilization, up to a certain limit).

From a practical point of view, the results seem to indicate that from a TCP goodput
perspective, having fast protection (order of tens of milliseconds) is not that bad —despite the
sudden overload. This conclusion is probably even more true in cases where backbone links
carry a vast amount of concurrent TCP flows (cf. faster stabilization than small number of
flows, and therefore optimal delay shifts towards 6=0) and/or are fairly underloaded. Indeed,
when backbone links do not form the bottleneck for TCP flows, interaction between switched
and fixed flows will be limited. Indeed, repetition of the simulation scenario discussed above

showed that —all other parameters left apart— for an access link bandwidth being a smaller
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fraction of the backbone bandwidth (e.g. 60% instead of 90%, thus resulting in maximal load
on link LSR5-LSR6 of 120%), the optimal protection switch delay clearly shifts to lower values
(towards d=0). The simulations carried out seem to indicate that only if the 1 of protection
switching is well below 50 ms, TCP effects may call for a stop to the efforts to minimize it.
All this however does not imply that extremely fast protection switching is a must for TCP:
the differences in goodput for switching times § in the range 0-250 ms do not differ all that

much, especially when the number of TCP flows is large.

5.3. RESULTS FOR THE OPTICAL CASE

The simulation discussed above considered fast protection at an electrical MPLS layer. However,
if fast protection is offered by an optical MPAS layer (or any other “circuit” layer, e.g. using
TDM channels as “labels”, as in SDH networks), we are in an altogether different situation.
Indeed, then we will have no interaction between competing TCP flows: in that case we assume
that the capacity for protection is reserved, and is fully available from the very instant the
protection switch is carried out. Clearly, dynamic behavior of TCP in response to packet losses
will still occur.

In this optical case, the intuitively clear conclusion we have drawn from our simulations is: the
faster the protection switch at the optical layer is performed, the better (from a TCP goodput
point of view). The simulations performed for this case had a link going down for a certain
amount of time §, without any protection actions taken at the MPLS level. For 140 random
cases (random RTTs, etc., as before) and ¢ in {0, 5, 10, 20, 30, 40, 50, 250, 500, 1000 ms} we
saw that in 94% of the cases, =0 was the best (only packets in transit on failing link are lost);
in the remaining 6% of the cases, d=5ms was the best (which is due to details in dynamic
TCP behavior in some rather peculiar cases). Thus, the avoidance of TCP interactions is an
advantage of protection at the optical layer with respect to protection at the merge-capable
electrical MPLS layer. At the optical layer, even extremely fast protection switching does not
seem to pose any problem (at least from a TCP point of view); clearly, the price paid for this

is a higher cost in terms of network capacity to install (see e.g. [14]).
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1 TCP flows 1

LSRO LSR 1

Fig. 9. Simulation topology used to investigate the influence of changes in RTT, caused by a protection switch,

on TCP behavior. The access links had a bandwidth that was 80% of that of the backbone links.

6. The effect of changing RTTs

6.1. PURPOSE AND SIMULATION SCENARIO

Now we will focus on the effect of the sudden increase in RTT experienced by TCP flows
when switched to a longer backup path. The simulation topology is depicted in Fig. 9. The
total propagation delay of the span LSR1-LSR4-LSR5-LSR2 was set to d, with d in {1 ms,
2ms, 10ms, 50 ms, 100ms}. The original working path crossed the link LSR1-LSR2 with a
propagation delay of 1 ms. Thus, the increase in RTT is given by ARTT = 2 - (d — 1ms). The
average RT'T of the original paths between the sources Sz and destination B, was 120 ms, as can
be derived from Fig. 9. So, when setting d to e.g. 100 ms, this results in almost tripling the RT'T
(increase with 2-99=198 ms). This is what could happen when considering e.g. local loop-back
protection for a failure of a link close to the egress node of the LSP (esp. in a network with a
low connectivity degree): in that case the backup path will indeed be considerably longer than
the working path, as it will be made up of almost the entire original path, its reverse, plus the
link-disjunct alternative route to the egress (recall Fig. 2).

As the comparison of the different increases in RTT will surely depend on the speed of
protection, we have repeated the experiment with a protection switch delay d in {5 ms, 10 ms,

20 ms, 100 ms}.

6.2. RESULTS

When we consider TCP flows switched to a backup path that is longer than the original working

path, the increase in RT'T they thus experience reinforces the temporary drop in the goodput
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Fig. 10. Goodput evolution in interval (5s,10s] for é=>5ms, and d in {1 ms,2ms,10ms,20 ms,50ms,100 ms}. It
is plotted here with a resolution of 100 ms, which means that every 100 ms, the number of bytes successfully

transported end-to-end in (t—100 ms,t] was measured.

evolution (due to lost packets and their retransmission). Indeed, the switch to a longer path
may cause TCP’s retransmission timer to expire even when the protection switch is carried out
quickly enough (small §). Moreover, since the speed of increase in TCP window size (which will
be reduced due to detected packet losses) is related to the RTT (cf. ACK-clocking property of
TCP), a larger RTT also means slower recovery: it will take longer for the flows to fully exploit
the available bandwidth again. Intuitively, we expect that the larger the difference in RTT, the
more severe the penalty will be.

In Fig. 10 we have plotted the goodput evolution for the case §=5ms, which shows the
expected drop right after the link failure, and the subsequent gradual recovery. It confirms our
qualitative discussion: the larger the difference in RTT, the more severe the drop in goodput
is, and the slower the recovery. If we concentrate on the smaller differences (say d up to 50 ms),
and compare the total goodput achieved within the first 1.5 seconds after the failure (denoted
by Good(d,d), with the same definition as in Eq. 5), we can construct a histogram for the
relative goodput compared to d=1ms (no change in RTT). This results in the graph presented
in Fig. 11, and the accompanying numerical data in Table 4, with similar interpretations as
those in Section 5.

From these numerical data, we may conclude that for the considered switching time §=>5ms,
the penalty of having a longer backup path is probably acceptable if the increase in RTT is
limited to around 50% (resulting in a drop in goodput of less than 10%). One may wonder
whether we can accept larger differences in RTTs when the reaction time of the protection
mechanism is slower, i.e. when ¢ is larger. If it is sufficiently large, we expect to have the same

drop in goodput for all cases of d, immediately after the failure: it will completely fall back to
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Fig. 11. Histograms (with a resolution of 1%) and normal fits for relative amount of goodput. A marker at (x,y)

for a particular d means that y% of the simulation results had f(d) within [x,x+1%). Good(.) is the goodput
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attained by the total of all TCP flows in the period (5s,6.5 s].

f(d) = Good(d)/
Good(1ms)
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Table 4. Comparison of different changes in RTT. The second column rep-

resents the x-value corresponding to the average of f(d), i.e. the peak of the

normal fit in Fig. 11, minus 1 (this is Good(d)/Good(1 ms) — 1). The middle

column indicates the percentage of simulation results where f(d) < 100%

(or, equivalently, Good(d) < Good(1ms)), whereas the rightmost column

gives the number of simulation results where Good(d) was maximal (i.e.

compared to other delays).

relative

difference in

% of random % of random

d cases where cases where
ARTT goodput
(6=5ms) d is worse delay d is
compared to
than d=1ms best
d=1ms
1ms 0.00% 0.00% 0.00% 38.67%
2ms +1.67% +0.13% 42.00% 46.00%
10 ms +15.00% —1.03% 75.33% 15.33%
20 ms +31.67% -3.13% 94.00% 0.00%
50 ms +81.67% —13.66% 100.00% 0.00%
100 ms +165.00% —31.48% 100.00% 0.00%
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Fig. 12. Goodput evolution in interval [5s,10s] for all simulated combinations of (d,d), grouped per 4.

zero, whatever the change in RTT is. Yet, the speed of recovery will be dependent on the value
of the RTT change, as discussed before.

The experiments with § in {10 ms, 20 ms, 50 ms, 100 ms} resulted in the goodput evolution
graphs during [5s,10s] as plotted in Fig. 12. These graphs confirm our qualitative predictions:
when increasing d, the drop in goodput is the same for all cases of d. For small values of d, the
drop in goodput is significantly bigger when § is increased. For larger d values the effect of a
slower protection switch (larger §) is not that the initial drop in goodput is larger, but rather
that TCP recovers more gradually from it: the time to stabilize is about the same for different
protection switch times ¢ (see Fig. 12 for d=100 ms, where it takes about 3s for every ¢), but
the total goodput during this stabilization period is lower for larger 4.

In order to make a more accurate comparison, we again computed the total goodput during
the first 1.5 seconds after the failure (as in Eq. 5). Note that this is smaller than the stabilization
period for some cases, but taking a larger integration interval does not change the relative
positions, in terms of better goodput figures, of the different (d,d)-cases. Fig. 13 shows that,

when increasing d, the “best” corresponding d value shifts towards lower values. This indicates
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Fig. 13. Bar graph showing, for each 4, the percentage of simulation cases where a particular d was best. A bar
with height y% for (d,d) means that for y% of the simulations with §, those for d resulted in the best value of
Good(d,d) (i.e. the goodput during (5s,6.55s])

that when we wait longer to switch to the protection path, we can be more certain that a lower
change in RTT performs better than a large one.

This is confirmed by Fig. 14, showing the total goodput attained by the total of all flows in
(5s,6.5s] for all the considered combinations of d and d. From the same goodput data, we can
calculate the penalty of increasing the change in RTT (i.e. increasing d) compared to having
no change (i.e. d=1ms), for different values of § as listed in Table 5. This all shows that the
larger 4, the larger the relative penalty is of increasing the RT'T (compared to keeping the same
RTT).

Note also that Fig. 14 indicates that an increase in path length (and hence RTT) seems
to be as damaging as increasing the protection switch time § with the same order of magni-
tude (but keeping the change in RTT minimal), e.g. compare points (d,§)=(5 ms, 100 ms) and
(100 ms, 5 ms). This suggests that it is not obvious what is better: performing a fast protection
switch to a longer (thus non-optimal) path —as e.g. with the local loop-back scheme— or rather
delaying the switch a bit in order to find a route of about the same length as the original path

(supposing that it exists) —which could be the case for path protection.
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Fig. 14. Comparison of different values of d and §. A marker with value y% means that averaged over 150
simulation runs, Good(d,0) was y% of the maximal achievable goodput, i.e. that would be reached when every
packet would be sent only once, and the access bandwidth would be fully used all the time. Good(d,d) is goodput

measured in (5s,6.5s].

Table 5. Comparison of different changes in RTT. An entry for (d,§) gives the
difference in goodput between d and d=1ms for that particular J, i.e. it is
Good(d,0)/Good(1 ms,d)—1, where Good(.,.) is the total goodput in (5s,6.5s]. Each

entry is the average of 150 simulation runs using different random seeds.

d ARTT 0=5ms 6=10ms 6=20ms 6=50ms J=100ms
1ms 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
2ms +1.67% +0.13% —0.20% -0.11% —0.23% —-0.71%

10 ms +15.00% -1.03% —1.65% -2.01% —3.43% —6.65%
20 ms +31.67% -3.13% —4.20% —5.10% —-7.82% —13.25%
50 ms +81.67%  —13.66% —15.43% —17.55% —22.56% —29.04%

100ms +165.00% —31.48% —33.83% —36.43% —43.10% —52.83%

7. Effects of a switch-back to the primary path
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7.1. PURPOSE AND SIMULATION SCENARIO

The previous sections concentrated on the effects of protection switching actions taken upon a
link failure. However, when a revertive mode of operation is adopted, traffic is automatically
switched back from the recovery path to the original working path upon the restoration of
the working path to a fault-free condition. In this section, we focus on the effects of such a
switch-back operation in two cases, denoted as “electrical” and “optical”’, and compare them
with the non-revertive mode of operation where the flows keep following the backup paths (a
strategy denoted as “none”). The “electrical” case corresponds with protection switching on a
GMPLS level where merging of flows is possible, which tallies with protection actions in a PSC
domain. The “optical” case reflects the behavior where merging is not possible. The results
of the presented simulations assist in a comparative study of electrical and optical protection
mechanisms.

The simulation topology is the same as the experiments for the switch-over (see Fig. 9).
However, we now focus on the interval [10s,15s], where the link is up again. The actions taken

in this interval will be one of the following:

e Electrical: the routes followed will be switched back to the original path, as indicated in
the figure below, at t=10s. In the electrical scenario, packets still underway on the backup
path will be merged with the new ones forwarded along the original path. This merging

operation takes place at LSR2 for the data packets, and LSR1 for the ACKs.

e Optical: merging is not possible. From the moment the first data packet arrives at LSR2
along the original path (coming from LSR1), the packets coming from LSR5 are discarded.
The same goes, mutatis mutandis, for LSR1. As an aside, note that in our simulations
using ns—2, we have used a kind of approximation: from t=10s on, the paths are switched
back to the original working path —as in the electrical case— but at t=10s+x we have
made the links LSR5-LSR1 and LSR4-LSR0 go down (fail), with z the propagation delay
on link LSR1-LSR2 (1ms in our example).

e No action (“none”): the last option we consider is leaving the routing as it was (the

flows continue using the backup path).

We have again considered the effects for d in {1 ms, 2ms, 10 ms, 20 ms, 50 ms, 100 ms}.
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7.2. RESULTS

Before looking at the simulation results in more detail, we are already able to predict the

following differences between the scenarios:

e Electrical: after the link has come up again, both flows are merged at LSR2. When d gets
large, this means we have a fairly long period where the link LSR2-LL.SR3 is overloaded. In-
deed, both the incoming interfaces LSR5-LSR2 and LSR1-LSR2 offer a continuous stream
of packets for some time (max. duration = d — 1ms; less if TCP reduces its sending rate
before). Therefore, we expect some packet losses as long as this overlap exists, at least
if d is big enough (big with respect to the buffer size for the interface to LSR2-LSR3).
In any case, also when d is small (but larger than the delay of 1 ms on LSR1-LSR2), we
will get out-of order delivery at the destination. This will result in duplicate ACKs, to
which TCP will respond, as if it were the result of losses, by retransmitting some packets.
So we certainly do expect a lower goodput than the “none” strategy, where we keep sending

along the backup path.

e Optical: Here we effectively will have packet losses: as soon as LSR2 detects a signal again
coming from LSRI, it will forward this and discard whatever is still coming from LSR5.
The bigger d is, the more packets will get lost, but clearly no duplicate ACKs will be
generated due to out-of-order delivery. Still, we again expect lower goodput values than

with the non-revertive strategy (“none”).

From this qualitative discussion alone, it is not clear yet which of the strategies (electrical or
optical) will be the better. Obviously, for strategy “none” the value of d has no impact on the
goodput evolution.

When the RTT difference is negligible (d=1ms, 2 ms), there is hardly any noticeable differ-
ence between the three cases: for the “electrical” case, we will have no losses at the merging
point LSR and the number of out-of-order deliveries will be very limited; for the “optical” case,
the number of losses at the merging point will be very small. However, for d in {10 ms, 20 ms},
we see already a different behavior for the “electrical” and “optical” cases. The electrical case
shows a tiny drop in TCP goodput (around 5% of the link bandwidth in the evolution graphs),
due to some TCP flows going temporarily to the fast retransmit/fast recovery phase. However,
since it’s due to out-of-order delivery rather than packet losses, TCP recovers rather quickly.

For the “optical” case, the drop is more pronounced, as it is the result of packet losses rather
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Fig. 15. Bar graph showing, for each d, the percentage of simulation cases where a particular strategy was best.
E.g. a bar with height y% for “none” at d=1ms means that for y% of the simulations with d=1ms, “none”

resulted in the best value of Good(.,d) (i.e. the goodput during (10s, 11.55s]).

than out-of-order delivery. When increasing the difference in RT'T to bigger values (d in {50 ms,
100 ms}), drops also occur in the electrical case (due to buffer overflow). Additionally, there are
some out-of-order deliveries of packets. At least for 100 ms, the joint effect of these phenomena
apparently results in a worse goodput behavior than in the optical case.

To allow a more concise comparison, we again have calculated the goodput during the first
1.5 seconds after the switch-back operation (which covers the entire period where “optical” and
“electrical” cases differ significantly). In Fig. 15, we show the fractions of the simulation cases
where a particular strategy proved to be the best one. When the difference in round trip time is
small (small d), it is not easy to distinguish what strategy is best. However, for big differences,
the trend is clear: the strategy “none” is best. This means that only when the difference in
RTT becomes large, the penalty of having a switch-back operation seems to be large enough.
To distinguish between the “optical” and “electrical” cases is not evident from this figure, yet
it seems to confirm that for big RTT changes (d=100 ms), the optical scenario is slightly better,
but for smaller RTT increases the electrical merging protection switch seems to be preferable
(and not much worse than adopting a non-revertive strategy).

A more detailed comparison between the optical and electrical scenarios is possible by
comparing the ratio of the goodput attained by the two cases: Good (opt,d)/Good(el,d), where
Good(s,d) is the goodput attained by all TCP flows in (10s,11.5 s]. This comparison is presented
in Fig. 16 and the accompanying Table 6. For small RTT changes (d=1ms, 2 ms) the electrical
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Fig. 16. Histograms (with a resolution of 1%) and normal fits for relative amount of goodput attained using
“optical” strategy, compared to “electrical”. A marker at (x,y) for a particular d means that y% of the simulation
results had f(d) within [x,x+1%). Good(.) is the goodput attained by the total of all TCP flows in the period
(10s,11.55].

and optical cases are more or less equivalent. For somewhat larger differences in RT'T (d=10 ms,
20ms, 50 ms) there is a slight advantage in favor of the electrical case, and for even larger
differences (d=100ms) the optical strategy proves to be preferable. Note that the exact point
where optical strategy becomes the better one depends on the buffer size for interface from LSR2
to LSR3: if this buffer were smaller, the electrical case would get worse for smaller changes in
RTT (cf. smaller period of overlap when merging packet streams coming from working and
backup paths will be sufficient to cause buffer overflow).

All the results confirm the conclusions of the qualitative discussion at the beginning of this
section: when the difference in RT'T between working and backup paths is small, the electrical
approach is preferable compared to the optical scenario. However, if the change in RTT is so
large that in case of electrical MPLS it results in buffer overflows at the merge point, then

providing protection at the optical layer may lead to better results (TCP-wise speaking).
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Table 6. Comparison of different changes in RTT. The second

column gives ratio of RTT using backup paths vs. that for the

primary paths. The third column represents the x-value corre-

sponding to the average of f(d), i.e. the peak of the normal fit in
Fig. 16, minus 1 (this is Good(opt,d)/Good(el,d)—1). The right-

most column indicates the percentage of simulation results where

f(d)=Good(opt,d)/Good(el,d) is greater than 100%.

average change in

% of cases where

(6::ms) ARTT goodput optical optical is better

vs. electrical than electrical
1ms 0.00% —0.01% 50.00%
2ms +1.67% +0.02% 46.67%
10 ms +15.00% —0.43% 36.00%
20 ms +31.67% —0.62% 29.33%
50 ms +81.67% —0.39% 41.33%
100ms  +165.00% +0.73% 59.33%

8. Case study: comparison of MPLS protection mechanisms

8.1. PURPOSE AND SIMULATION SCENARIO

With the previous simulation studies, we have gained insight in the effects of protection speeds

and changing path lengths on TCP behavior. In the case study presented here, we apply that

knowledge to the main GMPLS protection mechanisms.

The topology used for those simulations is depicted in Fig. 17. We will consider four scenarios,

corresponding with the three MPLS recovery techniques discussed in Section 2, and a loop-back

variant. The protection actions that will be taken after the failure of link LSR1-LSR2 (at t=5s,

cf. scenario of Table 2) and when the link has come up again (at t=10s) for each of the four

scenarios, are the following:

e local: This scenario will use local protection actions. After the link failure, at t=5s+4,

a protection switch will be carried out, as depicted in the upper part of Fig. 17, to a

backup path that is d; longer than the original working path. After the link has come up
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again, LSR1 (resp. LSR2) again forward packets along link LSR1-LSR2, and both flows
are merged at LSR2 (resp. LSR1).

e path: When using path protection, signaling is necessary to inform the LSRs at the edges
that they should switch. Therefore, the switch at LSRO (resp. LSR3) will be carried out
later than in the previous scenario: at t=5s+d+a (resp. at t=5s+d+c). Again, traffic will
be flowing along a path that is longer than the original path (increase with dp), and flows
will be merged at LSR3 (resp. LSR0). When the link is up again, the switch-back operation
again needs signaling; this implies also the switch-back operation will be carried out later
than in the local protection case. Note that this is less of a problem than in the case of the
switch-over case: packets still sent along the backup path some time after 10 s will not get

lost (as opposed to those sent along the working path right after the failure).

e loopback: This is short for “local loop-back”, the protection mechanism as presented in
Section 2. In this case, no signaling is required: at t=5s+4, the protection switch is carried
out. The backup path now is dp+2-a longer than the original path for flows from LSRO
to LSR3 (see Fig. 17); the reverse path LSR3-LSR2-LSR3-LSR7-LSR6-LSR5-LSRO is
dp+2-c longer than the corresponding original. When the link has come up again, LSR1
(and LSR2 for the reverse direction) resume forwarding along link LSR1-LSR2.

e loopbackvar: A disadvantage of local loop-back clearly is the presence of loops in the
backup path. With this variant scenario, we combine local loop-back and path protection:
at t=>5bs+d, a switch to the loop-back path is carried out, and a signal is sent to the end
nodes of the path (LSRO resp. LSR3). Thus, at t=>5 s+d+a the LSRO stops forwarding along
LSRO-LSR1, but switches to the backup path as in path protection. The revertive actions

after the link failure has been resolved (after t=10s) are the same as in path protection.

Each of the above scenarios has been simulated for four sets of topology parameters, as listed in
Table 7. With a+c¢=50ms and b=1ms, this resulted in an average propagation RTT of 216ms.

The other parameters used are the common parameters listed in Section 4.2.

8.2. SWITCH-OVER

From the description of the scenarios above, it is clear that for a given topology parameter

set, local protection will perform better than any of the other protection schemes. Indeed, the
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TCP flows
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Fig. 17. Simulation topology and scenarios used to study the MPLS protection mechanisms; from top to bottom:

local protection, path protection, local loop-back (for simplicity, only the path from LSR1 to LSR3 is shown, and

not the reverse one). The access links had a bandwidth that was 80% of that of the backbone links. The times

next to the links are the propagation delays used; for each of the access links Sz—A, it was independently chosen,

using a uniform distribution, from [10 ms,100 ms].

Table 7. Topology parameters used for the different

scenarios.
scenario d; dp a b c
A 1ms 3 ms 2ms 1ms 48ms
B 5ms 15bms 10ms 1ms 40ms
C 10ms 30ms 20ms 1ms 30ms
D 20ms 60ms 40ms 1ms 10ms
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Table 8. Comparison of parameters influencing

TCP behavior for different MPLS protection

mechanisms.
protection protection
. ARTT
mechanism switch delay
local ) 2d,;
path d+a 2d,
loopback 4 2d, + 2a + 2¢

switching time (§) will be the smallest, and so will the increase in RTT (given by 2-d;). A
comparison of those two parameters for the various schemes is summarized in Table 8.

For path protection, the increase in RT'T d,, has been chosen larger than for local protection,
which we expect to lead to worse goodput figures (see Section 7). Moreover, due to an extra
signaling delay, the switching time dp will be bigger as well (6 + a for path from LSRO to
LSR3), resulting in more losses than with local protection, again with a negative impact on
TCP goodput. The local loop-back scheme solves the issue of faster switching time, but
enlarges the increase in RTT by 2a + 2¢, i.e. twice the propagation delays along links LSRO—
LSR1 and LSR2-LSR3. From the simulations presented in Section 6, an increase in RTT has a
comparable diminutive impact on goodput as an increase in switching delay ¢ of the same order
of magnitude (e.g. compare (§=5ms,d=100ms) and (§=100 ms,d=10 ms) in Fig. 14). Therefore,
we expect that local loop-back in the simulated topologies will perform not much better than
path protection, in terms of goodput.

The loop-back variant, which keeps the fast switching time § of local loop-back, but
removes the superfluous loops in the paths, may perform slightly better than local loop-back, as
the eventual RTT will be smaller. However, the switch at LSR0 from the loop-back path to the
path without loop is similar to the switch-back operation discussed in Section 7. Consequently,
it is foreseeable that the net advantage will be diminished.

This qualitative discussion is confirmed by the simulation results. In Fig. 18 we plot the
goodput evolution for the different MPLS protection mechanisms for each of the different
topology parameters used. As expected, the different topologies do not result in big differences in
goodput for the local protection scheme (Fig. 18(a)): the differences are similar to those observed

in Fig. 12 (Section 6) for comparable changes in RTT. For path protection, we observe larger
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Fig. 18. Goodput evolution comparison for different protection mechanisms for each set of topology parameters
(Table 7), resulting in different protection switching time (Table 8, second column). Goodput was plotted with a

resolution of 100 ms (meaning that value at t gives goodput in (t—100 ms,t].

drops in goodput and slightly slower recovery when changing the topology parameters. Again,
this is in accordance with our previous findings. For the loop-back scenario, we see a similar
evolution: the goodput evolution graphs alone do not show remarkable differences between the
loop-back and path protection schemes either.

The curves for the loop-back variant shows a more surprising behavior. For the smallest
changes in RTT (scenarios A, B, C), we see a drop that is very similar to the standard loop-
back mechanism, but the recovery happens faster, which is due to the reduction in RTT at the
time of switching to the backup path without loops. This behavior is in accordance with our
qualitative discussion, as the goodput indeed lies between local protection and local loop-back.
For the last scenario D, the recovery from the drop does not seem to happen faster than in the
local loop-back case. This is because in this case the overlap between the packets still flowing
along backup path and those directly forwarded along LSR0O-LSR4 lasts too long: packets go
lost. This is the same effect we saw in Section 7 (see Fig. 15): there the penalty of the longer
RTT also showed only when it was large enough to cause real losses instead of just out-of-order

deliveries.
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Fig. 19. Comparison of MPLS protection mechanisms. A marker for protection mechanism p and scenario s with
a value of y% means that averaged over our 150 runs, Good(p,s) was y% of the maximal achievable goodput, i.e.
the goodput that would be reached when every packet would be sent only once, and the access bandwidth would

be fully used all the time.

A more crisp overview of this comparison is presented in Fig. 19(a), where we have compared
the goodput attained by the whole of all TCP flows during (5s,7.5s], which is the interval where
the different mechanisms show distinct behavior. In conclusion, this figure shows that for the
considered topologies local protection is the best thing to do (from a TCP point of view). As
choosing between local loop-back and path protection is choosing between larger switch time or
longer backup paths, they do not differ that much. The local loop-back variant, which eliminates
the unnecessary loop in the backup path proves to be useful only when the loop is not very big
(in terms of packets that can be in transit on it) with respect to the buffer capacity in the LSR
that has to merge loop-free and loop-back paths.

8.3. SWITCH-BACK

In the previous section, we focussed on the protection switch itself. As discussed before, when
a switch-back is performed when the failed link has been restored to a fault-free condition,
this has again impact on the TCP flows. As discussed in Section 7, the only parameter that
has an impact here is the difference in RTT between working and backup paths. This is the
smallest for local protection, and thus we expect it to perform best. Path protection (and the
local loop-back variant) has a lower difference in RTT than local loop-back, and —as opposed
to the switch-over operation— therefore will perform better in this case. This is all confirmed

by the results presented in Fig. 19(b).
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9. Conclusion

In future IP-over-WDM networks, GMPLS may prove to be an excellent tool to administer
and control the network. This network will be layered, in the sense that it will be built us-
ing technologies having different granularities of the traffic flows, and use different switching
techniques (cf. packet, timeslot, lambda, fiber, ...switching). GMPLS also opens the way to
implement different resilience mechanisms, including various protection switching techniques.
In this paper, we have focussed on the effects of protection switching on TCP, one of the most
important protocols used by the clients of the network, to assist in a comparative study of
the various mechanisms, and the layers at which they may be implemented (esp. optical or
electrical).

We have considered interaction between switched flows and other flows already present
along (parts of) the backup route, and analyzed the influence of the speed of protection. From
this analysis, we have concluded that only if fast protection switching is pushed to the limit
(sub-50ms), this may become a problem. Therefore, it is probably not advisable to push fast
protection switching to the limit: not only is it not very useful (at least from a TCP perspective)
to have extremely fast protection switching, a somewhat longer delay may even prove to be
better (again from a TCP user’s point of view).

Furthermore, we compared the effect of the changing RTT (stemming from a longer backup
path) on TCP behavior for different switching times. The change in RTT indeed has a negative
impact on TCP, and the more when switching times increase. The results also pointed out
that no straightforward answer can be given to the question whether it is best to have a fast
protection mechanism using longer (non-optimal) backup paths, or rather a slower mechanism
that finds a backup path that is of about the same length as the working path: the differences
in TCP goodput are small, and depend on the exact timing and topology parameters.

We also investigated the effect of a switch-back operation performed once the network failure
has been restored. We compared the cases of optical (non-merge-capable) and electrical (merge-
capable) protection switching. When the difference in path lengths between backup and recovery
path gets large, the advantage of merging disappears: the optical non-merge-capable technique
performs slightly better.

From the joint results of these case studies, we may conclude that providing protection at the
optical layer has the advantage that it avoids interaction between TCP flows between different

endpoints. When working and backup paths show substantial differences in length (compared
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to buffer sizes at electrical interfaces), the penalty of the technology being non-merge-capable
on the TCP goodput seems to be negligible. Yet, this comparison needs to be put in perspective
by the study of e.g. the bandwidth requirements associated with the various mechanisms, as
reported upon in [15] (showing that recovery at the optical layer suffers from higher capacity
requirements, esp. for local protection).

In a final section, we presented a case study analyzing the differences between three well-
known MPLS protection mechanisms. This analysis indicated that, TCP-wise speaking, local
protection proved to perform best. Furthermore, local loop-back does not offer much advan-
tage over path protection (small advantage at switch-over, slight disadvantage at switch-back).
Eliminating the loop when using the loop-back mechanism is only advantageous when the
loop is short enough. Again, this ranking of protection mechanisms has to be counterbalanced
by criteria other than TCP goodput (e.g., [14] illustrating the expensiveness —in terms of

bandwidth— of local protection, compared to other recovery mechanisms).
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