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Abstract: The major goal of Optical Packet Switching (OPS) is to match switching technology to the 

huge capacities provided by (D)WDM. We study optical packet switches with recirculating Fiber Delay 

Line (FDL) buffers. Through simulation, we have assessed the logical performance of a single Optical 

Packet Router (OPR), focusing on Packet Loss Rate (PLR). By verifying that our scheduling algorithm 

does not alter the traffic profile characteristics from in- to output, we illustrate how the single node results 

can be used to assess network-wide performance. 

We use the capability of assessing end-to-end PLRs to develop network-wide routing algorithms 

designed to minimize the maximal PLR occurring in the network. In case studies on pan-European 

networks, we first compare two algorithm variants and thereafter we compare the PLR-based routing 

algorithm with both load balancing and shortest path routing. While load balancing achieves PLRs that 

are multiple orders of magnitude lower than shortest path routing, the PLR-based algorithm can reach 

PLRs up to two orders of magnitude better. The improvement in PLR comes at the price of only a small 

increase in used bandwidth (a few percent). 

Subsequently we show that the discussed PLR-based routing algorithm can be easily extended to 

multiple priorities. By introducing multiple priorities we can keep the loss rates for high priority traffic 

very low. However, it may lead to an increase of the obtained minimal max-PLR value for low priority 

traffic. But as we prove this increase to be limited, the cost of introducing multiple priorities is small. 
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1 Introducion 

The rapidly increasing demand for bandwidth in telecommunication networks is met by the huge 

capacities provided by (D)WDM. The first step in moving from point-to-point systems to real optical 

networking encompasses a circuit-switched approach [1]. This approach however has difficulties dealing 

with highly variable traffic (both in volume and traffic pattern). Optical Packet Switching (OPS, [2-4]) 

offers a longer-term solution that provides better bandwidth granularity, efficiency, and flexibility. 

We consider a core OPS network consisting of so-called Optical Packet Routers (OPRs) that 

synchronously switch fixed-length packets (as opposed to asynchronous switching of the variable-sized 

bursts in e.g., Optical Burst Switching, OBS [5-6]).  

The major problem that needs to be addressed in any packet switched concept is contention 

resolution: what if multiple packets need to be switched simultaneously to the same output port of the 

switch? In an OPS environment, three different techniques can be identified to solve this: (i) wavelength 

conversion, (ii) buffering, and (iii) deflection routing. The use of wavelength conversion implies that 

multiple packets will be switched to the same outgoing fiber using WDM, where some of them may be 

forwarded on another wavelength than they entered the switch. It has been shown that this exploitation of 

the wavelength domain greatly reduces the need for buffering (e.g., [3], [7] and [8]). Still, using 

wavelength conversion alone, contention still can arise, which can most straightforwardly be solved 

through the use of buffering of some kind. However, since buffering in optics implies the use of Fiber 

Delay Lines (FDLs), also deflection routing has been proposed: some of the contending packets are sent 

to a “wrong” output port, forcing them to make a detour, in the hope to avoid the congested network part. 

Clearly, this only works when enough free capacity is available in the other parts of the network, thus for 

reasonably low overall network loads. The soundness of this intuitive insight has been confirmed by a 

comparison of the three approaches to contention resolution, showing that deflection routing is 

outperformed by the other two techniques [9-10].  

So, to ensure the efficiency of the OPS network, and to obtain low Packet Loss Rates (PLRs) , the 

OPR considered in this paper will use wavelength conversion and an optical feedback buffer [11] with 

FDLs. The logical structure of the OPR, proposed within the framework of the European research project 

DAVID [12], is depicted in Fig. 1 (for the physical structure of the switching matrix proposed in DAVID, 

see [13]). 

The OPR operates in a slotted way: at every slot time, it inspects packets arriving at its input ports, 

and subsequently decides which packets to forward (to the output ports or the feedback buffer) or to drop. 

This decision is taken by following a fixed procedure, comprising two phases: (i) for each output fiber of 

the OPR, elect at most w packets to be forwarded directly, (ii) from the remaining packets, elect at most B 

to put in the buffer; any other packet will be lost. Election of packets for forwarding and buffering is 

based on two criteria: the priority attached to the service class the packet belongs to, and the time it 

already spent in the OPR. Service differentiation is based on a pure priority scheme: packets of a higher 

priority class are given precedence over lower priority ones. Within the set of packets with the same 

priority, the one which has spent the longest time in the OPR is favored. Among multiple packets sharing 

the same priority and with the same time spent in the OPR, one is selected randomly. 
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Fig. 1. Optical Packet Router architecture. 

For the FDL-buffer used, two cases are considered. In the case labelled “fix”, we use the same FDL 

length of a single slot for each of the ports. The “incr” case uses a different FDL length for each of the 

wavelength ports: for the B buffer ports, lengths of 1, 2, 3…,B slots are used. When a buffer with 

multiple FDL lengths is adopted (incr), the B buffer ports are no longer equivalent. Thus, the election 

procedure of packets to direct to the buffer needs to determine what FDL length to use. An obvious 

strategy could be to simply use the smallest FDL length for which no other packet has been elected yet. 

We label this approach as MinDelay. This strategy does not take into account packets put into the FDL 

buffer at earlier times. A more intelligent approach, denoted as Balance, inspects the buffer contents to 

choose an appropriate FDL length. For each available FDL length L, we count the total number of packets 

NL already present in the complete buffer, destined for the same output fiber, that will leave the buffer at 

time now+L slots. We choose the free buffer port with FDL length L having the smallest count NL. Thus, 

the Balance strategy tries to minimize the number of packets, destined for the same output fiber, leaving 

the optical buffer at the same time. 

A detailed analysis of the performance of a single OPR, for different traffic profiles, focusing on the 

buffer structure and scheduling strategies can be found in [14-15]. Alternative switch structures are 

discussed for instance in [16]. 

In this paper, we discuss routing strategies to minimize the PLR in a meshed network of OPRs. In 

contrast with [17] where routing is only performed with the OSPF (Open Shortest Path First, [18]) 

protocol, we will adopt an MPLS (Multi Protocol Label Switching, [19]) approach, where routing and 

forwarding are separated and other than pure destination-based routing can be used, which results in a 

greater flexibility.  

In Section  2, we explain how we assess the network-wide PLR based on simulation results for a 

single OPR. The routing algorithms based on PLR-estimation are discussed in Section  3. In the 

subsequent Sections  4 and  5, we evaluate the performance of the PLR-based routing algorithm through 

case studies on pan-European networks. In Section  4, we compare two PLR-based variants, and we 

continue in Section  5 by comparing the developed PLR-based routing algorithm with less complex load 

balancing and straightforward shortest path routing. In the next Section  6, we discuss the influence of 

introducing multiple priorities in the PLR-based routing algorithm (in all previous simulations all traffic 

was of one single priority). The paper is concluded in Section  7. 
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2 Assessing network-wide performance 

To assess network-wide performance, especially in terms of PLR, a straightforward solution could be to 

simulate the network as a whole, using e.g., the simulation tool we have built to assess single node 

performance [14]. However, since this is quite time-consuming and therefore prohibitive for the iterative 

routing strategies we propose in the following Section  3, we assess the PLR of each individual OPR using 

an approximation of the PLR by an analytical formula.  

In Section  2.1, we first describe an analysis of the traffic pattern at the OPR’s outputs which shows 

that the statistical properties of the input traffic are not significantly altered, thus validating the approach 

of establishing end-to-end performance through analyzing each OPR in turn. In the following Subsection 

 2.2, we heuristically derive an analytical formula for the PLR inflicted at a single OPR, this by 

performing extensive simulations of a single OPR under varying traffic conditions, thereby using the 

single node simulator described in [14]. This formula will be used to quickly calculate the PLRs in the 

different iterations of the routing algorithm. 

2.1 Cascadeability of the single node model. 

The studies presented in [14] and [15] focused on the performance of a single node under various traffic 

profiles. However, in real life, such Optical Packet Routers will be interconnected in a (backbone) 

network. This implies that the output of a particular OPR will be the input of another one. In this context, 

the results of the single node studies are useful only if the input traffic profile can be assumed to be 

similar for all OPRs (in terms of type of packet arrival distribution, but clearly not necessarily in terms of 

average load). In particular the question arises whether the profile of the traffic on an output fiber of an 

OPR is similar to that offered at its inputs. This is the question we address in this section. 

To compare the traffic profiles at the inputs and outputs of the OPR, we have traced the number of 

packets arriving at each of the input ports and leaving on each of the output ports, and this for each 

priority. Three traffic source types were considered. The first is the well-known Poisson process. The 

GeoOnOff source generates bursty trains of packets: an on/off source with geometrically distributed 

lengths of both on- and off-periods. Self-similar traffic labelled ParetoOnOff was generated using on/off 

sources with Pareto distributed on- and off-times [20]. During the on-periods a packet is sent every 

timeslot. 

The traffic was divided in three priority classes: 50% highest, 25% middle and 25% lowest priority 

traffic. For the analysis of the traces, we have focused on the number of packets nτ that arrive in the same 

timeslot τ on a particular input or output fiber. To characterize the packet arrival process, the two 

foremost important parameters are the probability distribution of nτ and the correlation between nτ and 

nτ+lag (i.e., correlation between the number of packets arriving in timeslots spaced by lag slot-times). 

When switching packets from input ports to output ports, the OPR will impact the traffic profile in 

two ways: (i) by dropping packets, and (ii) by delaying packets. Dropping packets will mainly impact the 

distribution of nτ. Delaying packets will mainly impact the correlation between the number of packets in 

successive timeslots: buffering will spread packets in time (especially the Balance strategy for the incr 
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buffer structure, see introduction), thus potentially lowering the correlation of the input traffic. In Fig. 2, 

we have plotted, for Poisson traffic, the comparison of nτ histograms for input and output port traffic, for 

the incr buffer structure with B = 64 ports, using the Balance strategy. The accompanying lag correlations 

between nτ and nτ+lag are presented in Fig. 3 Similar curves have been analyzed for other buffer structures 

and other traffic profiles leading to the same conclusions. 

Inspection of the histograms confirms our intuitive expectations: for the priority classes suffering 

from higher drop probabilities (i.e., the packets with the lowest priority), the effect of these drops is a 

lowering of the probabilities for higher nτ values and corresponding rise for lower nτ, leading to a slightly 

lower average number of simultaneous packet arrivals for these classes (Fig. 2, (c)-(d)). For the overall 

number of simultaneous arrivals (Fig. 2, (a)), the losses result in a slight lowering of the probability of 32 

simultaneous arrivals, and thus a relative increase for lower nτ values. The correlation plots of Fig. 3 show 

that for each individual priority class, the correlation structure of the input traffic is not significantly 

impacted by the OPR. For the packet counts over all priority classes, we notice a reduction of the 

correlation for the OnOff traffic types due to the aforementioned spreading in time achieved through 

buffering. 

  

(a) (b) 

   
(c) (d) 

Fig. 2. Comparison of the histograms of the number of packets per timeslot (w = 32) arriving on a particular input port (solid lines) 

and leaving the OPR on a particular output port (marked dashed lines). 
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(a) (b) 

  
(c) (d) 

Fig. 3. Comparison of the correlation between the number of packets per timeslot (w = 32) arriving in timeslots τ and τ+lag on a 

particular input port (solid lines) and leaving the OPR on a particular output port (marked dashed lines). 

From our probability and correlation analysis, we may conclude that it is safe to describe the input 

and output traffic profiles by the same model, at least to estimate packet loss rates. Indeed, the correlation 

structure is not significantly impacted, and nor are the probabilities of nτ simultaneous packet arrivals. 

This result allows to estimate PLRs in different OPRs interconnected in a network independently. Such 

network-wide PLR estimation can be used to make routing decisions, as discussed in Section  3. 

2.2 Capturing the single node performance in a simple formula. 

The routing algorithms, proposed in the next Section  3, are of an iterative nature, and thus we need a 

reasonably fast method to estimate the PLRs in all nodes for each iteration step. Therefore, we will use an 

approximation by an analytical formula. The form of the chosen formula, and the parameter values, will 

be discussed in this section. 

The objective is to find a formula predicting the loss on a certain output fiber, given the load offered 

to the OPR. Under the assumption that the traffic on such an output fiber is an aggregate of traffic coming 

from multiple input ports, the main factor impacting the loss for traffic passing through the OPR to this 

fiber will be the offered load for that output port. However, since the OPR’s recirculating buffer is shared 

among all outputs, the loads on other output ports will also affect the PLR. To capture this correlation 

between packet loss rates on different output fibers, we propose a formula of the form given in Eq. (1) 

where Lf stands for the load on output fiber f (ranging from 0 to F–1, where F is the number of output 
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fibers of the switch). The measure Lα is an average output load giving more weight to the higher loads, 

since these are the only ones that will use the recirculating buffer intensely and thus impact the losses on 

other fibers. 
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To get an idea on the analytical form to use for the function g, we have performed a series of 

simulations for each combination of output loads Lf, where each load was taken from the set {0, 0.7, 0.8, 

0.9}. We analyzed the PLR curves for these given output load combinations for two sorts of traffic 

matrices. In a first traffic matrix, named symm, we considered the case where each input port equally 

contributed to the load Lf on each output fiber f (each input fiber i contributes part Lf / F). The second 

traffic matrix type, denoted asym, focused on asymmetrical contributions from each of the input ports to 

the load on output f. The formulas used to set the load of the traffic generated for a particular 

(input,output)-pair in case of asym is given in Eq. (2). 
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The resulting plots of the PLR in function of Lα for each of the values used for the output loads are 

plotted in Fig. 4 for the case of an OPR with F = 6 input/output fibers, w = 32 wavelengths per fiber, and 

a fix buffer structure with B = 32 recirculating buffer ports using the MinDelay strategy. By varying α we 

observed for reasonably large values a strong separation of the measure points for different output load 

values Lf and small spreading for the measure points for same (Lf, Lα)-pairs. The resulting points for the 

same Lf values almost fall onto the same straight line in a logarithmic plot. This observation led to the 

proposal of the formula given by Eq. (3), with a factor and an exponent depending only on Lf. The 

meaning of the factor p(Lf) in that formula is the packet loss rate for Lα = Lf, thus the case where all 

output ports have the same load of Lf. The packet loss rate in case of a uniform traffic matrix is plotted in 

Fig. 5, along with the outcome of the analytical formula we proposed for this packet loss rate as given in 

Eq. (4). The exponent r(Lf) was chosen to be linear in Lf, as in Eq. (5). All the parameters in formulas (1, 

3–5) were fit using the method of least squares, with the results listed in Table 1. The plots show that for 

these values, the correspondence with the simulation results is very satisfactory. 
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(c) (d) 

Fig. 4.  Packet loss rates and fits with analytical formula in (a) for the symm case where each input port contributes in the same way 

to the output load on a particular output port, and in (b) for the asym case with asymmetrical contributions by the input ports. 

 

Fig. 5.  Packet loss rates in case of a uniform traffic matrix for increasing loads. 

Table 1.  Parameter values of formulas (1, 3-5). 

Parameter Value Parameter Value 

α 32.97 a 62.59 

u 71.58 b 189.15 

v -82.77 c -63.81 

3 Routing algorithms 

The PLR formula explained above (Section  2.2) enables us to assess network-wide PLR within a 

reasonable time. We can use this PLR-estimation technique to drive routing algorithms aiming at 

minimizing the maximal PLR that occurs for a given traffic demand matrix. In this section we are going 

to elaborate on this routing problem and the developed routing algorithms. In Section  3.1 we give a 

detailed problem description, followed in Section  3.2 by an in-depth discussion of the routing algorithms, 

which will set up paths between sources and destinations, starting from an initial shortest path routing and 

then trying to achieve lower PLRs by rerouting some paths. 
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3.1 The routing problem 

The following optimization problem is considered: given the network topology (nodes and links) and 

capacity; the cost for nodes and links (in function of capacity), the node model (packet loss rate in terms 

of load), the traffic demand matrix (stating not only the required capacity between two OPRs, but also an 

upper bound giving the tolerable PLR for this demand), and the maximal tolerable packet loss, we want to 

find the (cheapest) routes fulfilling the demands and their maximal PLR requirements. The problem is 

illustrated in Fig. 6. 

More specifically, we here want to route the demands in the network so that the maximum PLR (this 

is, considering the PLR of the traffic on each link of the network, the maximum of these PLRs) occurring 

in the network is as low as possible, and this as cheap as possible. 

 

Fig. 6.  Routing problem. 

The general routing problem is defined as follows. The network can be represented as a directed 

graph G = (N,A) whose nodes and arcs represent optical packet routers and the links between them. Each 

arc a has a capacity c(a) which is a measure for the amount of traffic flow it can take. In addition to the 

dimensioned network, a given demand matrix D for each pair (s,t) of nodes gives the traffic flow from 

source s to destination t. Many of the entries of D may be zero, and in particular, D(s,t) should be zero if 

there is no path from s to t. We also have PLR requirements which state the maximum PLRs the demands 

may have. In our case studies we do not have specific values we want to obtain, we just iterate until we 

reach the lowest max-PLR possible. So, the objective is to minimize the max-PLR. 

• Given: 

- G = (N,A) is the considered network with nodes n ∈ N and arcs a ∈ A 

- c(a) is the capacity of arc a 

- D(s,t) is the demand to be set from node s to node t 

- xst(a) is a zero-one variable and is equal to 1 ⇔ arc a belongs to the selected path for D(s,t) 

- fst(a) is the flow from the demand from s to t over arc a = D(s,t)⋅xst(a) 

- La is the load on arc a = 
)(

)(,

ac

afts st∑
 

- PLRa is the PLR on arc a = PLR(La|L0… Lf -1) 

- I(n) is the from-incidence of node n = set of all arcs leaving node n 

- I'(n) is the to-incidence of node n = set of all arcs arriving at node n 

• Objective: 
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- minimize MAX(PLRa) ∀a 
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3.2 The routing algorithm 

The heuristic algorithms we developed are iterative, and consist of multiple phases, as depicted in Fig. 7. 

They start with calculating the shortest paths for each (source, destination)-pair. The subsequent phases 

will reroute some of these paths to lower the max-PLR. A Zoom-In philosophy is used [21], starting with 

a first phase that takes a global perspective, after which the result is refined in a second, local phase. 

The global phase (Fig. 8) considers the network as a whole by giving penalties to links exhibiting 

high PLRs and recalculating the routes for all demands. When changing these penalties does not lower the 

max-PLR anymore, we go on to the second, local phase where only a single path is re-routed in each step. 

 

Fig. 7.  Phases of the algorithm. 

 

Fig. 8. Routing algorithm: algorithmic description of global phase. 

In the local phase —which was added because the first phase only gives a small max-PLR reduction 

(see Section  4)— we compared two variants: WorstLink (Fig. 9) and WorstPath (Fig. 10). The former 

zooms in on the link with the max-PLR, and tries to reroute one by one (in a random order) all demands 

crossing this link by giving this link a high penalty. WorstPath focuses on a particular path, starting with 

the demand with the worst end-to-end PLR. When rerouting is successful, WorstPath continues with the 

path that now has the worst end-to-end PLR; but when, after a fixed number X of attempts to reroute this 
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demand, this lowering of the max-PLR still is unsuccessful, the algorithm ignores this demand and moves 

on to the next demand in line (sorted on end-to-end PLR in decreasing order). Rerouting a demand in 

WorstPath is done by giving penalties to each of the links of the route currently followed for that 

particular demand (starting with the one exhibiting the highest PLR), in order to relieve the links most 

heavily suffering from loss. 

The algorithm stops when all routes have PLRs below the requested upper bounds, or when the max-

PLR cannot be improved any more (for the WorstLink variant this happens when, after changing the 

paths over the link with the worst PLR, this link still is the one with the max-PLR; in WorstPath this is 

when all paths have been tried X times without success). 

Since the PLR is strongly related to the load on the links (see Section  2.2), one can expect that a load 

balancing algorithm —aiming at lowering the maximal load on each of the network’s links— will also 

achieve significant PLR reduction compared to shortest path routing. Clearly, the advantage of such a 

load balancing approach is that the routing algorithm does not require any PLR-estimation. The results 

presented in the next section show that the more complex PLR-based approach can reach PLRs more than 

an order of magnitude lower than with load balancing. 

 

Fig. 9.  Routing algorithm: algorithmic description of local phase – WorstLink variant. 

  

Fig. 10.  Routing algorithm: algorithmic description of local phase – WorstPath variant. 

In the algorithm descriptions above, we only considered traffic with one priority, but extension to 

traffic with multiple priorities is straightforward: the different phases can be run consecutively for all 

classes/priorities (starting with the class with the most strict packet loss demand, as lower priority traffic 
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does not influence higher priority traffic). In Section  6 results of simulations with traffic of multiple 

priorities are presented. 

Note that our heuristic is a local search technique, the descent method: a path-change is only 

accepted when the objective function (i.e., lower the max-PLR value) improves, which avoids cycling but 

could lead to a solution that is a local minimum far from the optimal solution. To prevent from ending up 

with such a local minimum, we perform a couple of different simulations (in average five simulations per 

demand matrix) for the same inputs (the same network, capacity, costs, demand matrix), but for a 

different (random) order of the demands. We observe that we indeed sometimes become another ultimate 

max-PLR when routing the demands in a different order. If this happens, we keep the lowest max-PLR 

value. 

4 Routing algorithm performance 

To evaluate the performance of our routing algorithms, we carried out case studies on two meshed pan-

European networks, whose topological characteristics are summarized in Table 2. The first, illustrated in 

Fig. 11, connects 19 European cities. A joint effort from the IST project LION and COST action 266 

resulted in topologies for a pan-European fiber-optic network [22]. We used such a network, sketched in 

Fig. 12, as a second test-case. It is somewhat sparser than the first: it has the same number of links, but 

interconnects 27 cities. 

Given these topologies and the traffic demand matrices (bandwidth and PLR requirements), we want 

to find routes for the traffic that satisfy these demands. In the following results the networks comprise bi-

directional links (one direction equals one fiber) and costs are in function of fiber length and capacity. 

Each of the fibers consists of 32 wavelengths and the buffer contains 32 FDLs, all of a length of one 

timeslot (a fix buffer, see introduction). In this section we assume Poisson traffic with a single priority 

(for which we want to determine the lowest PLR possible). We studied various demand patterns, both 

uniform and non-uniform. 

  

Fig. 11.  The dense 19-node network. Fig. 12.  The sparse 27-node network. 
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Table 2.  Network scenarios. 

Parameter Network 1 (Dense) Network 2 (Sparser) 

Nr. of nodes 19 27 

Nr. of links 40 40 

Avg. node degree 4.21 2.93 

Min. node degree 3 2 

Max. node degree 6 5 

   

A first set of simulations was used to compare the two alternatives (WorstLink and WorstPath) of 

the local part of the algorithm. These simulations are described in this section.  

For the two variants of the algorithm, Fig. 13 shows the evolution of the max-PLR for a random 

(non-uniform) demand between all nodes from the second pan-European network, in function of the 

number of iterations, where a single iteration is an (attempt to) change a single path. Since we adopt a 

heuristic descent method, the maximal PLR does not increase for successive iterations. 

When we compare the WorstLink and WorstPath version, we notice that the two versions give the 

same final result, for the plotted case, but WorstPath reaches this minimum max-PLR faster, i.e., after 

fewer iterations, than WorstLink. This observation is valid for the majority of the simulated cases. The 

reason why WorstPath reaches the minimum faster is that it always tries to change the worst path (i.e., the 

path with the worst end-to-end PLR) first. In WorstLink this is not necessarily so: the algorithm tries to 

change all the paths over the worst link in a random order, even if these paths are not the worst paths 

(anymore — if a path already has been changed and now another link suffers from the worst PLR). 

When looking at the number of iterations the algorithm needs to end (see Table 3), WorstPath 

always needs more iterations to stop. WorstPath tries, if it is not successful, to change every path a fixed 

number of X times but WorstLink stops when all paths over the worst link were tried and this link has 

still the max-PLR over the complete network, so it does not try to change all possible paths. 

In terms of the routes followed for each of the demands, we noticed that unsurprisingly this 

sometimes proves to be different for the two versions of the algorithm. This was to be expected, since the 

order in which the demands are (re)routed differs between the WorstLink and WorstPath variants. In 

terms of overall link capacity used, WorstPath is somewhat worse of (i.e., between 2% and 5% more used 

capacity) than WorstLink. 

Although we see in most cases that WorstLink and WorstPath give the same final result and that 

WorstPath reaches this minimum max-PLR faster than WorstLink, also a few exceptions to this general 

rule were observed. A first exception that occurs is that WorstLink sometimes reaches the (same) 

minimum faster than WorstPath. A more important exception is illustrated below. Fig. 14 shows 

simulation results for the dense pan-European network: it plots the evolution of the max-PLR for an 

increasing number of iterations for another non-uniform demand. 
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Fig. 13.  Evolution of max-PLR (in function of number of iterations) for a random demand on the second pan-European network. 

The full line is the WorstLink version of the algorithm, the dashed line the WorstPath version. Only the first 1500 iterations are 

shown, since after that number the max-PLR doesn't change anymore. The vertical line on the graph marks where the global phase 

of the algorithm ends and the local phase begins. 

 

Fig. 14.  Evolution of max-PLR (in function of number of iterations) for a random demand on the first pan-European network: we 

omitted the iterations beyond the first 250 because no further lowering of the max-PLR was attained. The vertical line marks the 

start of the local phase of the algorithm. 

Comparing the WorstPath and WorstLink variants, we see that the WorstPath version never reaches 

the same minimum as WorstLink, so here the WorstLink version gives a much better solution (i.e., lower 

max-PLR) than WorstPath. An explanation for this worse performance of WorstPath is that after trying to 

change a path X times without success, this path is never tried again. However, it is possible that 

changing this path at a later stage, after having changed a few other paths (with a lower PLR), would lead 

to a lower max-PLR. The WorstLink algorithm indeed can re-consider a path tried before in a next 

iteration, when the worst link of that path becomes again link with overall max-PLR (this may happen 

after another link has exhibited the max-PLR which has successfully been lowered by rerouting some 

path(s)). If and when this difference in final result occurs, depends on the network, the demands, and the 

randomly chosen order in which the demands are routed. 

In terms of capacity-use, these exceptional cases with respect to best PLR performance, do obey the 

formerly reached conclusion on capacity-use: we also notice a higher capacity-use with WorstPath. 

We can thus summarize the conclusions of our WorstPath versus WorstLink algorithm variants as 

follows: WorstLink always achieves the lowest PLR and it also has the lowest penalty (in terms of extra 

capacity-use compared to shortest path routing). In the following, we will therefore apply the WorstLink 

variant. 
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Table 3.  Number of iterations the algorithm needs to stop for WorstLink and WorstPath (for different demands). 

 nr. of iterations to end 

scenario WorstLink WorstPath 

2-uni 0,38 320 2013 

2-rt 0,36 1789 2564 

1-uni 0.64 432 1872 

1-S 0.54 186 733 

5 Performance of PLR-based routing compared to shortest 

path routing and load balancing 

To evaluate the developed PLR-based algorithms, we compared the max-PLR found with the WorstLink 

variant with the max-PLR for the initial shortest path routing based on link costs. Clearly, if the reduction 

in PLR would amount to only a small fraction of the original value, the usefulness of PLR-based routing 

would be marginal. To measure the cost of using a more intelligent routing strategy, we look at the price 

paid in terms of excess capacity-use when using the PLR-based routing. 

Secondly, to assess the importance of estimating the PLR accurately, we also used a load balancing 

algorithm to find the routes to follow. Indeed, since the main factor impacting the PLR on a link is the 

load generated for it (see Section  2.2), we expect that by load balancing and thus limiting the loads, we 

can achieve already a substantial reduction of PLR compared to shortest path routing. The load balancing 

algorithm used was identical to the WorstLink algorithm described above, but using the link load as cost 

measure to minimize: in each iteration, we strive at lowering the maximal load on each of the network’s 

links (i.e., lower max-load instead of max-PLR). 

Fig. 15 below shows, for different demands on the two studied networks (on the X-axis), the max-

PLR values reached: (i) with the WorstLink variant of the PLR-based routing algorithm, (ii) with load 

balancing, and (iii) with shortest path routing. The type of demand is indicated on the X-axis: uni stands 

for uniform, rl for real non-uniform —based on the traffic forecast in [22]—, S for random demands all of 

the same order, and L for random patterns where a few demands are of a larger order; the 1 and 2 refer to 

the 19-node and the 27-node network, respectively; the last number in each label on the X-axis is the 

overall mean network load when using shortest path routing (range [0,1]). 

Table 4 shows the numerical values of the max-PLR values plotted in Fig. 15, the ratio shortest path 

routing/load balancing and the ratio load balancing/PLR-based. 

The results presented in Fig. 15 and Table 4 show that the max-PLR obtained with the PLR-based 

algorithm can lie up to multiple orders of magnitude lower than when shortest path routing is used. 

Clearly, the type of the demand influences the factor of improvement: for non-uniform demands the 

reduction factor is higher because it is then more likely to have an unbalanced load in the considered 

equally meshed networks. Within a certain type of demand the reduction factor depends on the mean load 

on the network: the higher the overall load, the less room for improvement because lack of free capacity 
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to reroute paths. Thus, apart from cases with very high overall network loads, the reduction of the max-

PLR can be huge (multiple orders of magnitude). 

 

Fig. 15.  Comparison of max-PLR reached with PLR-based routing, shortest path routing, and load balancing for different demands. 

Table 4.  Comparison of max-PLR reached with PLR-based routing, shortest path routing and load balancing for 

different demands. 

 max-PLR ratio of max-PLRs 

max-PLR shortest 

path 

load 

balancing 

PLR-based shortest/ 

load 

load/ 

PLR-based 

2-uni 0,38 1,77E-04 1,93E-10 1,21E-10 9,17E+05 1,60 

2-uni 0,45 3,36E-03 5,31E-05 3,24E-05 6,33E+01 1,64 

2-uni 0,48 3,48E-03 1,12E-03 6,80E-04 3,10E+00 1,65 

2-rl 0,36 1,39E-04 6,89E-10 3,53E-10 2,01E+05 1,95 

2-rl 0,40 3,13E-03 6,21E-06 3,19E-06 5,05E+02 1,95 

2-rl 0,44 3,46E-03 6,82E-04 4,84E-04 5,08E+00 1,41 

1-S 0,54 1,27E-03 5,42E-06 5,83E-09 2,34E+02 929,67 

1-S 0,71 2,39E-03 7,77E-04 2,38E-06 3,07E+00 326,47 

1-S 0,75 2,54E-02 1,35E-02 3,60E-03 1,87E+00 3,76 

1-L 0,53 6,11E-03 1,33E-07 3,50E-08 4,60E+04 3,80 

1-L 0,61 1,20E-02 4,38E-04 1,46E-06 2,74E+01 300,27 

1-L 0,69 1,92E-02 1,02E-04 9,65E-05 1,88E+02 1,06 

1-uni 0,64 1,94E-03 9,05E-06 4,51E-08 2,14E+02 200,67 

1-uni 0,72 5,76E-03 1,19E-03 3,34E-05 4,86E+00 35,56 
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Fig. 16.  Comparison of bandwidth-use (%) obtained with PLR-based routing, shortest path routing and load balancing for different 

demands. 

The comparison of our PLR-based algorithm with load balancing shows why PLR-estimation can be 

useful: while load balancing offers huge improvement over shortest path routing, the PLR-based 

algorithm may offer additional reduction with a factor up to over two orders of magnitude (range of 1.5 to 

900 for the analyzed cases). The reason is that load balancing ignores correlation between PLRs on 

outgoing links of the same node. This correlation stems from the sharing of the FDL buffer. For low mean 

network loads (0.35-0.5) the factor lies between 1.5 and 2: the load on the links is so low that the buffer is 

not heavily used, resulting in negligible correlation. For mean network loads above 0.5, the factor ranges 

from 2 to 900: the higher link loads result in heavy use of the buffer and hence correlated loss rates, since 

the (limited) buffer space has to be shared by all traffic crossing the node. However, there is also a bound 

on the improvement: with very high link loads (e.g., 0.69 of L in the first studied network) there is not 

much room to reroute the paths, regardless of the algorithm used. 

Especially for the demand-types S and uni the PLR-based algorithm reaches max-PLR values more 

than one order of magnitude lower than the values obtained with the load balancing algorithm. An 

explanation for this can be found in the relatively high overall link load in these cases. As the PLR-based 

algorithm takes into account the influence of other heavily loaded output fibers, the routing is performed 

more accurate and lower max-PLR values are reached. For demand-type L the overall link load is also 

high, but the larger demands occurring here can not so easily be rerouted. 

The “penalty” for the more intelligent routing (in terms of PLR) is a small increase in bandwidth-use 

(a few percent) compared to shortest path routing. This can be seen in Fig. 16, where the bandwidth 

utilization is plotted for the same demands as above (Fig. 15). Here, bandwidth utilization is defined as 

the sum over all links of the bandwidth used on that link, divided by the sum of the total available 

bandwidth on each link (a bandwidth utilization of 100% means all links in the network are fully used). 

The graph in Fig. 16 shows that both load balancing and PLR-based routing algorithms lead to slightly 

higher bandwidth utilization than shortest path routing. Clearly, this is caused by rerouting some demands 

from their original shortest path: more links are used to fulfill the demand. Obviously, the increase is the 

most pronounced in the case with some large demands (L). Still, even here the difference in bandwidth-

use does not exceed 7%. Whether load balancing uses either more or less bandwidth than PLR-based 
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routing depends on the case at hand, since the order in which demands are rerouted from their original 

shortest paths differs. 

We can conclude that depending on how strict the max-PLR restriction for the demands are, one can 

either opt for the very simple shortest path routing, i.e., when no restrictions are given for the max-PLR; 

or, when lower max-PLR values are the goal, one can choose the more complex load balancing and 

finally when one wants an even better routing (in terms of PLR) one should opt for the even more 

complex PLR-based routing. 

6 Influence of introducing multiple priorities on PLR-based 

routing 

All simulations performed and discussed up to now considered traffic of one single priority. In this 

section, we are going to explore how introducing multiple priorities affects the max-PLR values reached 

with our developed PLR-based routing algorithm. 

We start in Section  6.1 to compare the max-PLR values reached with monolithic traffic streams all 

of the same priority, and the values reached with the same amount of traffic but now dividing each 

source-destination stream into two parts of a different priority (of which 15, 30, or 45 percent highest 

priority traffic and correspondingly 85, 70, or 55 percent lowest priority traffic). Note that for this 

comparison two effects come into play: (i) the effect of splitting demands into smaller parts and (ii) the 

effect of using different priorities for these parts. To identify the influence of each of them, we separate 

them and discuss their impact individually in the following Subsections  6.2 and  6.3. 

All assumptions concerning networks and node parameters in this section are the same as for the 

simulations with traffic of a single priority (see Section  4). In addition, we consider one extra network to 

perform simulations on: the well-known NSFNET (see Fig. 17). This network consists of 14 nodes and 21 

links and has an average node degree of 2.93, a minimum node degree of 2 and a maximum node degree 

equal to 4. 

 

Fig. 17.  The NSFNET. 

Regarding the traffic assumptions there are, like with one priority, different (non-)uniform demands 

and the traffic is Poisson-distributed. The only difference with the single priority-case is that the traffic 
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consists of two priorities with following 'high priority traffic/low priority traffic' ratios: 15/85 - 30/70 - 

45/55. The goal was to obtain, for both priorities, max-PLRs as low as possible. 

As indicated before (see Section  3.2), our PLR-based algorithm can easily be extended from one to 

multiple priorities. Therefore, the algorithm used in this section is the WorstLink variant of the developed 

PLR-based algorithm. This algorithm is consecutively run two times: first for the highest priority traffic, 

then for the lowest priority traffic. For the PLR calculation we always use the formula of Section  2.2, 

which was actually developed for one priority traffic but can also be used with multiple priorities. In the 

first run of the algorithm we calculate the PLR for the highest priority traffic with the formula (as lower 

priority traffic does not influence higher priority traffic, see introduction). In the second run, for the 

lowest priority, we calculate the PLR for the total amount of highest and lowest priority traffic and 

substract the PLR obtained for the highest priority class traffic. 

6.1 Splitting demands into multiple priorities. 

Fig. 18 shows, for different demands on the three studied networks (on the X-axis), a comparison of the 

max-PLR values reached with the WorstLink variant of the PLR-based algorithm, when (i) considering 

traffic of a single priority (dash-dotted line with x markers in the figure, 100/0 highest/lowest priority 

ratio) and (ii) when considering different ratios of traffic of two priorities (ratio high priority traffic/low 

priority traffic respectively dotted with diamond markers for 15/85; full with square markers for 30/70; 

dashed with triangular markers for 45/55 in the figure). 

As before, the type of demand is indicated on the X-axis: uni stands for uniform, rl for real non-

uniform, rd for random non-uniform, S for random demands all of the same order, and L for random 

patterns where a few demands are of a larger order. The 1 and 2 refer to the 19-node and the 27-node 

network, nsf refers to the NSFNET; the last number in each label on the X-axis is the overall mean 

network load when considering shortest path routing (range [0,1]). 

 

Fig. 18.  Comparison of max-PLR values reached with the WorstLink variant of the PLR-based algorithm, when (i) considering 

traffic of a single priority (100/0 ratio highest/lowest priority ratio) and (ii) when considering different ratios of traffic of two 

priorities (15/85;30/70;45/55 ratio high priority traffic/low priority traffic). This for different demands on the three studied networks 

(on the X-axis). 

Table 5 shows the minimal max-PLR values reached for the different demands and the different 

highest/lowest priority ratios. It also shows (in the last three columns) the ratio between the max-PLR 
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value reached with one priority traffic and the max-PLR value reached with two priorities of traffic 

(respective ratios: 15/85, 30/70, 45/55). 

Table 5.  Comparison of max-PLR values reached with the WorstLink variant of the PLR-based algorithm, when (i) 

considering traffic of a single priority (100/0 ratio highest/lowest priority ratio) and (ii) when considering different 

ratios of traffic of two priorities (15/85;30/70;45/55 ratio high priority traffic/low priority traffic). This for different 

demands on the three studied networks (on the X-axis). 

 max-PLR for two priorities (high/low) ratio of PLRs (with/no prio) 

scenario 15/85 30/70 45/55 100/0 15/100 30/100 45/100 

1-uni 0,64 8.28E–07 1.31E–07 3.26E–08 4.51E–08 18.36 2.90 0.72 

1-uni 0,72 4.64E–05 3.04E–05 3.28E–06 3.34E–05 1.39 0.91 0.10 

1-S 0,54 1.61E–07 5.09E–07 1.63E–08 5.83E–09 27.62 87.31 2.80 

1-S 0,71 2.95E–04 5.54E–04 9.60E–04 2.38E–06 123.95 232.77 403.36 

1-S 0,75 6.32E–04 3.31E–04 8.92E–04 3.60E–03 0.18 0.09 0.25 

1-L 0,53 3.79E–09 2.96E–08 7.74E–09 3.50E–08 0.11 0.85 0.22 

1-L 0,61 5.58E–05 8.09E–05 1.69E–04 1.46E–06 38.22 55.41 115.75 

1-L 0,69 5.36E–05 6.45E–04 1.05E–04 9.65E–05 0.56 6.68 1.09 

2-rl 0,36 3.66E–10 4.02E–10 3.37E–10 3.53E–10 1.04 1.14 0.95 

2-rl 0,40 2.23E–06 1.74E–06 3.07E–06 3.19E–06 0.70 0.55 0.96 

2-rl 0,44 3.96E–04 4.23E–04 4.36E–04 4.84E–04 0.82 0.87 0.90 

2-uni 0,38 3.58E–10 9.55E–09 8.24E–10 1.21E–10 2.96 78.93 6.81 

2-uni 0,45 5.52E–05 3.75E–04 1.62E–04 3.24E–05 1.70 11.57 5.00 

2-uni 0,48 1.00E–03 9.39E–04 7.50E–04 6.80E–04 1.47 1.38 1.10 

nsf-uni 0,61 1.94E–07 3.01E–06 7.72E–06 3.66E–08 5.30 82.24 210.93 

nsf-uni 0,67 9.90E–05 2.97E–04 1.74E–04 6.59E–05 1.50 4.51 2.64 

nsf-uni 0,72 1.80E–03 2.49E–03 3.30E–03 7.62E–04 2.36 3.27 4.33 

nsf-rd 0,53 6.56E–10 1.53E–08 1.35E–09 2.69E–09 0.24 5.69 0.50 

nsf-rd 0,60 1.15E–06 4.94E–06 2.81E–06 5.92E–07 1.94 8.34 4.75 

nsf-rd 0,63 2.22E–04 5.89E–05 1.39E–04 1.71E–04 1.30 0.34 0.81 

mean 3.84E–06 8.66E–06 4.64E–06 1.87E–06 2.05 4.64 2.48 

        

When comparing the max-PLR values reached with traffic of one single priority (hundred percent of 

one priority) and the values reached with traffic of two priorities, we observe (see Table 5 and Fig. 18) 

that in most cases (i.e., for most of the demands) the minimal max-PLR values obtained with traffic of 

two priorities are higher than the values reached with traffic of one single priority. The minimal max-PLR 

values reached for traffic of two priorities given, are values for the lowest priority traffic, the PLR values 

for the highest priority traffic are much lower (<< 1E-10). So, the penalty of introducing priorities is a 

small increase of the minimal max-PLR value for the lowest priority traffic, while the PLR-values of the 

higher priority traffic can be kept very low. 
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This increase of the minimal max-PLR can be explained as follows. With two priorities of traffic, we 

first route the traffic with the highest priority as good as possible. After this, we route the lower priority 

traffic, but, when routing this traffic, we can not change the routes of the higher priority traffic any more, 

so we have less flexibility to reroute the lowest priority traffic, which results in a slightly higher minimal 

max-PLR value. 

We however observe also some results where the opposite holds: the same amount of traffic divided 

into two priority classes returns better results (i.e., a lower max-PLR) than all traffic of the same priority. 

In most of these exceptional cases, the network load is relatively high. An explanation for this could be 

that we not only have to consider the effect of introducing priorities but we should also take into account 

the influence of the splitting of the demands into smaller parts, on the PLR-values. With high network 

loads we could benefit from this division of large demands into smaller parts. As all traffic of one demand 

is sent over the same path, dividing the traffic over two different paths could give better results because 

we then route smaller traffic parts. This issue is addressed in the following Subsection 6.2. Rarely (e.g., in 

case 1-L 0.53) the exception of reaching lower PLRs when splitting traffic into two priorities also occurs 

for a low network load. This can be put down to inaccurate PLR-values in this range. 

Averaging the values over the different demands/networks (see last row of Table 5), we observe that 

the averaged max-PLR value obtained with traffic of two priorities (for the low priority traffic), is, for all 

high/low priority ratios, at most a factor 4.7 higher than the averaged max-PLR value reached with pure 

one priority traffic. Thus, for two priorities traffic there is only a small increase of the max-PLR value for 

the lowest priority traffic: while attaining negligible loss rates for high priority traffic, loss rate for low 

priority streams slightly increases but remains within the same order of magnitude. 

In the following we split up the two effects that occur when introducing priorities, therefore we first 

(Subsection 6.2) take a look at the individual impact of splitting demands into smaller parts on the max-

PLR values and next (Subsection 6.3) we study the effect of using different priorities for these smaller 

parts. 

6.2 The effect of splitting demands into smaller parts 

To study the effect of splitting (large) demands into smaller parts, we split up the monolithic traffic 

streams of one priority into two smaller parts/demands of the same priority. We start with routing the 

demands with 15/30/45 percent of the traffic, followed by the larger demands of 85/70/55 percent of 

traffic of the same priority. As a result we consider now the same traffic demands as in the two priorities 

case, except that demands now all have the same priority. The difference with the case with two priorities 

is that here the smaller parts of the demands, which are routed first, can, in contrast to the highest 

priorities after the first run of the algorithm in the two priorities case, still be rerouted in the following 

iterations of the algorithm, even when bigger parts have already been rerouted.  

Fig. 19 shows, for the same demands as above, the max-PLR values reached with the WorstLink 

version of the algorithm for demands of pure one priority traffic (dash-dotted line with x markers) and for 

the same demands split into two parts of the same priority: 15/85 (dotted line with diamond markers); 

30/70 (full line with square markers); 45/55 (dashed line with triangular markers). 
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Fig. 19.  Comparison of max-PLR values reached with the WorstLink variant of the PLR-based algorithm for traffic of one priority 

(i) for demands of 100% (100/0) and (ii) for the same demands split into two parts: 15/85; 30/70; 45/55. 

Comparing now (see Fig. 19) the max-PLR values reached when splitting the demands into smaller 

parts (15/85, 30/70, 45/55) with the values reached with demands which are not split, we see that indeed 

in many cases the minimal max-PLR values reached with the demands split into two smaller parts, are 

lower than when demands are not split. When averaging the values over the different demands, we 

observe a small decrease of the mean value reached when demands are split, showing a (limited) 

advantage of dealing with finer granularity streams. 

6.3 Routing smaller parts: the effect of introducing priorities. 

Fig. 20 to 22 show, again for the same demands as above, for the different traffic demand ratios (15/85; 

30/70; 45/55) the minimal max-PLR values reached when the two parts the demands are split into are (i) 

of the same priority, (ii) of a different (high/low) priority. Table F.6 also shows these values and a ratio of 

(ii) to (i). 

 

Fig. 20.  Comparison of the max-PLR values reached for the traffic demand ratio 15/85 when the two parts the demands are split 

into are (i) of the same priority, (ii) of a different (high/low) priority. 
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Fig. 21.  Comparison of the max-PLR values reached for the traffic demand ratio 30/70 when the two parts the demands are split 

into are (i) of the same priority, (ii) of a different (high/low) priority. 

To study the effect of introducing priorities in traffic split up in smaller parts, we compare the max-

PLR values reached with the demands of one priority traffic split into two parts (15/85, 30/70, 45/55) with 

the max-PLR values obtained with the same demands, but where the two parts the demands are split into 

are of a different priority. 

We see (Fig. 20 to 22 and Table F.6) that in most cases the minimal max-PLR values reached for the 

two priorities case (which are again the values for the lowest priority traffic as the values for the highest 

priority traffic are much lower) are slightly higher than the ones for split up one priority traffic. In only a 

few cases the minimal max-PLR value reached with traffic with two priorities is lower than with one 

priority traffic. 

 

Fig. 22.  Comparison of the max-PLR values reached for the traffic demand ratio 45/55 when the two parts the demands are split 

into are (i) of the same priority, (ii) of a different (high/low) priority. 

When we average the values over the different demands and networks (for these values see the last 

row of Table F.6), we see that the averaged value of traffic of two priorities, is at most a factor 5.7 higher 

than the averaged max-PLR value reached with traffic of one priority. 

An explanation for these higher values with two priorities of traffic is thus the smaller flexibility in 

rerouting the lowest priority traffic: once the highest priority traffic has been routed, it is left untouched 

when routing the lower priority. 

. 



Table 6.  Comparison of the minimal max-PLR values reached for the different traffic demand ratios (15/85; 30/70; 45/55) when the two parts the demands are split into are (i) of the 

same priority, (ii) of a different (high/low) priority. 

 15/85 30/70 45/55 100/0 

scenario 1 pri 2 pri 1 pri / 2 pri 1 pri 2 pri 1 pri / 2 pri 1 pri 2 pri 1 pri / 2 pri  

1-uni 0.64 1.61E-09 8.28E-07 5.14E+02 1.42E-09 1.31E-07 9.23E+01 3.12E-08 3.26E-08 1.04E+00 4.51E-08 

1-uni 0.72 6.82E-06 4.64E-05 6.80E+00 8.03E-06 3.04E-05 3.79E+00 3.28E-06 3.28E-06 1.00E+00 3.34E-05 

1-S 0.54 1.65E-08 1.61E-07 9.76E+00 2.68E-09 5.09E-07 1.90E+02 4.03E-09 1.63E-08 4.04E+00 5.83E-09 

1-S 0.71 7.78E-06 2.95E-04 3.79E+01 2.99E-04 5.54E-04 1.85E+00 4.04E-04 9.60E-04 2.38E+00 2.38E-06 

1-S 0.75 1.45E-04 6.32E-04 4.36E+00 1.58E-04 3.31E-04 2.09E+00 4.77E-04 8.92E-04 1.87E+00 3.60E-03 

1-L 0.53 2.31E-08 3.79E-09 1.64E-01 1.46E-10 2.96E-08 2.03E+02 2.12E-09 7.74E-09 3.65E+00 3.50E-08 

1-L 0.61 8.70E-06 5.58E-05 6.41E+00 1.76E-05 8.09E-05 4.60E+00 1.50E-05 1.69E-04 1.13E+01 1.46E-06 

1-L 0.69 1.60E-04 5.36E-05 3.35E-01 9.42E-04 6.45E-04 6.85E-01 3.82E-05 1.05E-04 2.75E+00 9.65E-05 

2-rl 0.36 7.40E-10 3.66E-10 4.95E-01 2.85E-08 4.02E-10 1.41E-02 3.40E-10 3.37E-10 9.91E-01 3.53E-10 

2-rl 0.40 1.49E-06 2.23E-06 1.50E+00 2.32E-06 1.74E-06 7.50E-01 1.59E-06 3.07E-06 1.93E+00 3.19E-06 

2-rl 0.44 4.95E-04 3.96E-04 8.00E-01 4.78E-04 4.23E-04 8.85E-01 3.81E-04 4.36E-04 1.14E+00 4.84E-04 

2-uni 0.38 1.21E-10 3.58E-10 2.96E+00 1.21E-10 9.55E-09 7.89E+01 1.21E-10 8.24E-10 6.81E+00 1.21E-10 

2-uni 0.45 2.66E-05 5.52E-05 2.08E+00 3.24E-05 3.75E-04 1.16E+01 2.86E-05 1.62E-04 5.66E+00 3.24E-05 

2-uni 0.48 5.93E-04 1.00E-03 1.69E+00 6.35E-04 9.39E-04 1.48E+00 6.34E-04 7.50E-04 1.18E+00 6.80E-04 

nsf-uni 0.61 3.25E-07 1.94E-07 5.97E-01 1.19E-07 3.01E-06 2.53E+01 7.82E-08 7.72E-06 9.87E+01 3.66E-08 

nsf-uni 0.67 1.43E-04 9.90E-05 6.92E-01 2.80E-05 2.97E-04 1.06E+01 2.34E-05 1.74E-04 7.44E+00 6.59E-05 

nsf-uni 0.72 1.11E-03 1.80E-03 1.62E+00 1.12E-03 2.49E-03 2.22E+00 1.00E-03 3.30E-03 3.30E+00 7.62E-04 

nsf-rd 0.53 4.39E-10 6.56E-10 1.49E+00 5.50E-10 1.53E-08 2.78E+01 8.16E-10 1.35E-09 1.65E+00 2.69E-09 

nsf-rd 0.60 2.27E-07 1.15E-06 5.07E+00 1.40E-07 4.94E-06 3.53E+01 2.00E-06 2.81E-06 1.41E+00 5.92E-07 

nsf-rd 0.63 2.80E-05 2.22E-04 7.93E+00 6.07E-05 5.89E-05 9.70E-01 7.06E-05 1.39E-04 1.97E+00 1.71E-04 

mean 1.41E-06 3.84E-06 2.72E+00 1.53E-06 8.66E-06 5.67E+00 1.58E-06 4.64E-06 2.94E+00 1.57E-06 
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We conclude that introducing multiple priorities increases the minimal max-PLR value for the 

lowest priority traffic while for the highest priority the max-PLR value can be kept very low. As the 

increase of the minimal max-PLR value for the lowest priority traffic is not significant, the cost of 

introducing priorities is small. 

7 Conclusion 

We explained how results obtained for a single node could be used to assess end-to-end PLR for demands 

routed in a network of interconnected OPRs. We developed routing algorithms aiming at minimizing the 

PLR using this PLR-estimation technique. Two alternative algorithms were compared and the WorstLink 

variant proved to lead to the best results. 

Case studies on pan-European networks illustrated that the PLR-based routing outperforms shortest 

path routing by lowering the max-PLR occurring in the network with multiple orders of magnitude. 

Compared to load balancing, which does not need PLR-estimation, the PLR-based algorithm can reach 

PLRs up to two orders of magnitude better. The price paid for the reduction in PLR is a higher overall 

bandwidth-use. Still, the amount of extra bandwidth needed compared to shortest path routing is quite 

limited (only a few percent). 

It was also shown that the discussed PLR-based routing algorithm can be easily extended to multiple 

priorities. Introducing multiple priorities enables to keep loss rates negligible for high priority traffic, 

while it may lead to an increase of the obtained minimal max-PLR value for low priority traffic. 

However, the increase proved to be limited: the cost of introducing multiple priorities is small.  
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