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Abstract— Optical packet switching allows to 
fully and efficiently exploiting the capacities of-
fered by (D)WDM. In this paper we investigate 
how slotted optical switches can deal with vari-
able length packets, which is typical of IP. 

I. INTRODUCTION 
To satisfy the ever lasting hunger for bandwidth, 
nowadays’ communication networks resort to the 
deployment of (D)WDM networking. An initial 
step taken today is migration from still predomi-
nant point-to-point systems to real optical net-
working supporting circuit-switched optical paths 
[1]. Yet, despite their relative ease of design and 
operation, they suffer from the difficulty of deal-
ing with highly variable traffic. Optical Packet 
Switching (OPS, [2]) is a longer term strategy ex-
ploiting fast optical switching techniques to offer 
better bandwidth granularity, efficiency and flexi-
bility. The main difference with the Optical Burst 
Switching (OBS) concept [3], is that OPS operates 
in a slotted mode: packet arrivals at the inputs are 
aligned to slot boundaries and packets arriving in 
the same slot can be switched jointly. 

Despite the essentially slotted concept, OPS 
switches can be used to deal with variable length 
packets by chopping them into chunks fitting 
within one slot. Thus, we obtain a train of slots 
constituting a single variable length packet. As 
indicated in Fig. 1, there are essentially two ways 
to treat these trains: either treat them as a whole 
and take decisions for the whole train at once, or 
rather treat each wagon (i.e. slot) independently. 

A comparison of the train versus the wagon ap-
proach has been presented in [4] for shared optical 
busses using an access protocol for high-speed 
LANs/MANs. The authors discussed the overhead 
reduction attained by using a train-approach, and 
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studied the delay vs. troughput behavior to con-
clude that for short train lengths the wagon ap-
proach proved to be more efficient. 

In this paper we try to find out which approach 
is the best in terms of logical performance (ie. data 
loss due to contention, delay, service differentia-
tion capabilities) for an optical packet switched 
WAN comprising slotted switches. In the next sec-
tion II, we outline the switch architecture and the 
scheduling algorithm used. The subsequent Sec-
tion III presents the simulation set-up taken to an-
swer the train-or-wagons question. The results are 
summarized in Section IV, before concluding in 
Section V. 

 
Fig. 1.  Dealing with variable packets in a slotted switching concept: 
train versus wagons. 

II. AN OPTICAL PACKET SWITCH 
The switch architecture we focus on was proposed 
within the European research project DAVID [6]. 
It consists of an all-optical switch matrix based on 
SOA technology. In- and output ports of this ma-
trix are connected to F fibers (each carrying W 
wavelengths) providing connections to other 
switches. Wavelength convertors are provided to 
help solving contention. In addition, B ports are 
connected to a recirculating FDL buffer, which is 
fully shared among all I/O ports. The node struc-
ture is outlined in Fig. 2. 

 

 
Fig. 2.  The OPS switch architecture under study. 
 

The switch operates in a slotted way: every 
timeslot, it inspects packets arriving at its input 
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ports, and subsequently decides what packets to 
forward or to drop. This decision is taken by fol-
lowing a fixed procedure, comprising two phases: 
(i) for each output fiber of the OPR, elect at most 
W packets to be forward directly, (ii) from the re-
maining packets, elect at most B to put in the 
buffer; any other packet will be lost. We do not 
consider deflection routing, since it is only effec-
tive at low network loads and can lead to out-of-
order packet deliveries. 

In this paper we investigate the behavior of such 
a single switch when the traffic it needs to forward 
consists of variable length packets. To handle 
these packets with the slotted switch, they need to 
be segmented into slots. One way to forward the 
resulting trains is to deal with each “wagon” indi-
vidually. This implies that each slot needs to have 
an individual header, as indicated in Fig. 1. 

The alternative, sometimes referred to as Slotted 
Variable Length Packets (SVLP) [7], is to treat the 
complete train as a whole and take a decision for 
the train upon arrival of its first wagon. Thus, a 
single full header (containing e.g. source, destina-
tion address, traffic class) suffices for the forward-
ing process. The fact that the following wagons 
belong to the same train can be indicated through 
e.g. a continuation bit field [4]. 

Note that we assume that the headers are trans-
mitted on an orthogonal channel, e.g. through 
ASK/DPSK modulation [5]. Thus, the train length 
measured in slots will be the same for the train 
and wagon approach. 

III. SIMULATION SCENARIO 
To compare the train versus wagon approaches, 
we focus on a single switch. To obtain the various 
performance parameters, we resorted to simula-
tion. To guarantee trustworthy results, we used a 
high-quality random generator and assured 95% 
confidence on the results (for the sake of clarity, 
error margins are however not shown on the 
graphs). The parameters used are listed in Table I. 
 
Table I.  Simulation prameters. 
Param. Value Meaning 

F 6 nr. of I/O fibers 
W 8 nr. of wavelengths per fiber 
B [ 0, 64 ] nr. of recirculating buffer ports 
D 2·L FDL delay 
L [ 1.5, 20 ] average train length (unit = slots) 

A. Traffic model 
The traffic model used for the simulations is 
clearly a packet train model, similar to the one 
proposed in [8]. For both the train lengths and 
gaps between successive trains we used a negative 
exponential distribution, while the inter-wagon 
gaps were always zero (cf. a train consists of wag-
ons in successive slots). While this distribution 
may not be the most realistic one when trains are 
interpreted as being IP packets, the qualitative 
conclusions of our results are fairly independent of 
the train length distribution. 

B. Performance criteria 
The main performance criterion in an OPS envi-
ronment is the loss rate: packets (trains) can get 
lost if both wavelength conversion and buffering 
fail to solve inevitable contention. Since a train is 
considered to be a single data unit, we assume it to 
be lost as soon as a single wagon is dropped at the 
switch. Important in the variable packet length 
concept is also the fairness of the scheduler: does 
it discriminate long trains against shorter ones? 

Another performance criterion is delay. How-
ever, in the context of OPS WANs, it is only of 
secondary importance, since it will be limited 
compared to propagation delays and delays in ac-
cess and metro parts of the network. Therefore 
(and because of space limitation), we will not dis-
cuss it in this paper. 

As the OPS network will need to transport vari-
ous traffic classes, it should be apt to support ser-
vice differentiation. In [9], we investigated 
multiple service differentiation approaches for 
asynchronous variable length packets. In a slotted 
environment, the simplest approach is to use a 
simple priority mechanism: indicate the priority in 
the packet’s header and give strict preference to 
higher priority packets when making the forward-
ing and buffering techniques. This was proven to 
be very effective in a fixed-length packet envi-
ronment [10]. In this paper we investigate if it also 
is suitable for a train or wagon approach for vari-
able length packets. 

A last criterion is processing overhead. It is 
clear that since a wagon model requests every 
wagon to have its own header, the amount of for-
warding decisions to be made at the switch will be 
a factor higher than in case of a train approach, 
roughly equal to the number of wagons per train. 
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IV. TRAINS OR WAGONS 
In this section we try to answer the question: 
should we adopt a train or a wagon approach? We 
first look at the loss rates for increasing loads in 
subsection A. The influence of the slot granularity 
(ie. ratio of slot length vs average train length) is 
investigated in part B. The last subsection C fo-
cuses on service differentiation capabilities of both 
train and wagon approaches. 

A. Influence of load 
Since the loss rate for a given load will clearly de-
pend on the amount of buffer, we provide results 
for three sample buffer sizes: no buffer (B=0), four 
(B=4) and eight (B=8) recirculating buffer ports. 
The loss rates for this set-up are plotted in Fig. 
3(a). Clearly, the loss increases with higher loads, 
and buffering aids in limiting the loss. 
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Fig. 3.  Wagons vs trains: loss rates for increasing load, with B=0,4,8 
buffer ports: (a) loss rate, (b) ratio of loss rate: wagons / trains. 
 

Comparing the wagon versus train approach, we 
show the ratio of the loss rate attained by the 
wagon approach divided by that of the train ap-
proach in Fig. 3(b). When there is no buffer (B=0), 
we find that the wagon approach performs worse 
(ratio above 100%). However, when a buffer is 

present, the wagon approach achieves lower 
losses. Still, this is only the case for a particular 
load range: for very high or very low loads, the 
train approach performs better. 
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Fig. 4.  Illustration of unfairness in loss rates for the wagon approach: 
loss rate per train length, for B=4 and a load of 0.62. 
 

As indicated previously, loss rates may depend 
on the train length. In Fig. 4, we plot the loss rates 
per train size for B=4 buffer ports and a load of 
0.62. Since the buffer size is chosen such that it 
can accommodate about 95% of the train lengths, 
the train scheduling approach is quite fair. For the 
wagon approach however, since each slot is 
treated independently and a train is lost as soon as 
a single wagon is dropped, the unfairness is quite 
severe (max vs min loss rate differ with about an 
order of magnitude). 

B. Influence of granularity 
The efficiency of handling variable length packets 
with a slotted switch will greatly depend on the 
slot resolution. For a given train size distribution, 
the choice of a given slot size will obviously de-
termine the amount of wasted bandwidth because 
of padding. But even when this is ignored, the per-
formance in terms of loss will also be influenced. 
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Fig. 5.  Wagons vs trains: loss rates for increasing train lengths, with 
B=4 buffer ports, loads=0.5, 0.6, 0.7 

 
In Fig. 5 we plot the loss rates for increasing av-
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erage train length. As intuitively expected, the 
wagon approach only performs better for small 
train lengths. The crossover point moves slightly 
to larger train lengths when the buffer is increased. 

C. Service differentiation 
A simple priority mechanism, based on priority 
indicated in a packet’s header showed to provide 
adequate class separation in a fixed packet length 
environment [10]. In this section we consider the 
same approach for trains an wagon approaches. As 
an example, Fig. 6 shows the loss rates when using 
two priority classes, with 40% of the traffic having 
the high priority. Since in the train approach, high 
priority packets cannot preempt lower priority 
trains that arrived a few slots earlier, the differen-
tiation achieved is far less pronounced compared 
to the wagon approach. The low priority loss rates 
dominate the overall loss rate, which evolves as in 
the priority-less case as plotted earlier in Fig. 3(a).  
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Fig. 6.  Service differentiation of wagons vs trains: loss rates for increas-
ing loads, with B=4 buffer ports. 
 

V. CONCLUSIONS 
To our knowledge, this is the first paper to quanti-
tatively compare the train vs wagons approach for 
optical packet switches in a WAN context, ie. a 
mesh of optical packet switches rather than a 
MAN/LAN environment with an access protocol. 
In a slotted OPS switch variable length packets, 
which are splitted into slots, can be treated either 
as a whole (trains) or on a slot-by-slot basis (wag-
ons). 

The wagon approach can help to reach lower 
overall (train) loss rates when there is a buffer, and 
trains are relatively short (ie. a few slots). The 
more buffer, and the shorter the trains, the greater 

the potential advantage is. However, this only 
holds for a limited range of loads: when the load is 
either low or rather high (order 0.8 and above), the 
train approach is to be preferred. 

From a service differentiation point of view, the 
wagon approach is able to reach more pronounced 
service differentiation when a simple priority-
based approach is adopted. 

The potential advantages of a wagon approach 
are paid for by an increased control overhead and 
load on the scheduler (factor of order of average 
train length measured in slots) and unfairness, in 
the sense that it more severely discriminates 
longer trains. 
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