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Abstract—
The last evolutions of the Internet bring the fact that all the

emergence of novel applications, requirements, services, roles,
and the challenges associated to them is being built on top of
the same Internet that was designed for handling completely
different elements. Converged, both Information Technology
(IT) and optical network, infrastructure resource virtualisation
is currently one of the most promising approaches to face
the Future Internet challenges. The major research problem
associated to infrastructure resource virtualisation is the virtual
resource embedding problem. This article presents the grouped
Virtual Infrastructure (VI) mapping approach, contextualised
within the Generalised Architecture for Dynamic Infrastructure
Services (GEYSERS) virtual infrastructure service provisioning
framework. Our findings show that batched VI mapping strategy
enhances the amount of virtual entities to be allocated on top of
the physical substrate. The technological solution presented and
the simulation of potential benefits show a novel Information
and Communication Technology (ICT) infrastructure control
and management solution that is able to accomodate the op-
timisation requirements for the Future Internet, such as cost,
energy, availability, or flexibility, in coordination with application
deployments and cloud service models.

Index Terms—Optical Network Virtualisation, Resource Ab-
straction, Virtual Infrastrucutre, Infrastructure Service

I. INTRODUCTION

The current Internet has become a ubiquitous commodity
to provide communication services to both enterprises and
residential users [1]. Cloud computing has emerged as a key
paradigm in order to provide computing services addressing
users’ requirements over the Internet. Cloud computing stands
for transparent, on-demand access to IT hardware or software
resources, which are geographically spread and interconnected
by networks. In fact, analyses predict that in 2020 more
than 80% of the infrastructure will be outsourced within the
Cloud [2]. While there are countless definitions for the Cloud
computing term, there seem to be common characteristics that
a cloud infrastructure should have: (i) pay-per-use (no on-going
commitment, utility prices); (ii) elastic capacity and the illusion

of infinite resources; (iii) self-service interface; and (iv) re-
sources that are abstracted or virtualised [3]. Others also argue
that broad network access is the fifth essential characteristic,
but this requires problem analysis and robust integration design
of IT and networks resources and their associated service
flows, and this is typically not addressed. None of the common
points (i to iv above) mention the network, its availability
or even the network resources composing it. This new IT
provisioning paradigm considers that the network is always
available and provisioned, which clearly is not necessarily true.
Applications or services running in the cloud may be affected by
network performance, throughput, delay, or any other Quality
of Service (QoS) parameter: current applications, such as 3D-
video streaming, hold high requirements in terms of network
performance. Furthermore, bandwidth-provisioning systems
typically do not take into account specific characteristics of the
IT resources and services connected at the edge of the network.
In other words, architectures for coordinated IT and network
resource provisioning have been barely investigated [4].

This divergence has been present in the research community
for several years, where provisioning optimisation has been
scarcely addressed considering both realms at the same time.
Coordinated IT and network infrastructure service provisioning
is one of the main challenges to be faced. In order to
dynamically provision IT resources and gain full benefit of
these thanks to Cloud technologies, it is crucial to have control
over the quality of the network connections used. In parallel to
the emergence of this novel coordinated provisioning, ideas and
concepts behind virtualisation have matured enough after being
on the research arena for a while. The fact of sharing a common
good in order to improve its efficiency, usage, and productivity
has been a key goal in the research community, especially
given the fact that the good, in our case, is an expensive and
operationally costly ICT infrastructure. Therefore, since both IT
and network realms have been totally independent, there have
not yet been many approaches in the community considering
combined resource virtualisation, using resources from both



domains.
The GEYSERS project aims at addressing coordinated IT

and network resource virtualisation in order to address some
of the Future Internet challenges [5]. The project aims to
define a novel architecture capable of seamless and coordinated
provisioning optical network and IT resources for end-to-
end service delivery. However, there is an essential different
between IT and optical network virtualisation: the first is totally
deployed over commercial and production environments; while
the lattest case, it is only deployed in testing environments
or research projects’ test-beds. Such a difference provides an
ideal environment for the anlaysis and study of virtual optical
networks within the GEYSERS converged virtual infrastructre
service provisioning.

Optical network virtualisation, coordinated with IT provision-
ing, is seen as solution for the operators in order to provide
Future Internet services, which are characterized by global
delivery of hihg-performance applications over a high-capacity
dynamic optical network. With this new applications, service
providers consider a key challenge for them the capability to
deploy dynamic optical infrastructures at high data rates that are
capable of supporting a wide range of application types. Each
one of those applications holding their own access and network
resource usage pattern [6]. Additionally, with this virtual optical
networks need to be provided on the same physical substrate,
selecting which virtual resource to be mapped to which physical
resource becomes a major issue. Therefore, in this paper we
present the potential benefits in terms of resource requirements
that can arise from grouping several VI requests and provision
them jointly.

The rest of the article is structured as follows. In Section
II we present the related environment of the work we present;
that is the GEYSERS project and the status of optical network
virtualisation in the research community. Next section contains
basic optical network definitions and features, and optical
network composition methodologies. Section IV presents
the proposed approach for solving the virtual infrastructure
embedding problem, based on grouping the requests and
provisioning them jointly. Finally, we present the conclusions
of the work presented.

II. RELATED WORK

This section presents the environment within which the work
for the paper has been performed. It is based on two major
cornerstones; on the one hand, the GEYSERS project, which
provides the environment to develop the work; and on the
other hand, the optical network virtualisation, that represents
the main research topic associated to the paper.

A. The GEYSERS project

The GEYSERS architecture presents an innovative approach
by adopting the concepts behind the Infrastructure as a Service
(IaaS) servicing model from cloud computing and service-
oriented networking to enable infrastructure operators offering
new IT and network converged services. In the GEYSERS
layered architecture physical devices populating the bottom

layer, i.e. the physical infrastructure layer, are abstracted and
partitioned or grouped into virtual resources that can be selected
to form the virtual infrastructures. This process takes place in
the LICL, the key element of the GEYSERS stack in order
to provide converged infrastructure services. On top of the
virtual infrastructures, there is the Service Middleware Layer
(SML) and the Network Control Plane+ (NCP+), responsible
for configuring and managing virtual resources. Furthermore,
the SML is responsible for translating the application requests
and Service Level Agreements (SLAs) into technology specific
requests in order to trigger the provisioning procedures at the
NCP+ level [7].

Fig. 1. GEYSERS architecture

The SML is a convergence layer for coordinating the
management of IT resources that belong to an aggregate service.
The SML contains the Virtual IT Manager, which is the element
responsible of the end-to-end IT service management and
the virtual IT resource configuration. The GEYSERS NCP+
performs all control and management functions necessary
to operate the virtual network resources within the virtual
infrastructure. The NCP+ also offers a set of functionalities
towards the SML, in support of on-demand and coupled
provisioning of the IT resources and associated network
connectivity. The Logical Infrastructure Composition Layer
(LICL) is a key component in the GEYSERS architecture and
represents one of its architectural innovations. It is responsible
for the creation and maintenance of virtual resources as well
as virtual infrastructures composed of those virtual resources.
Such a layer acts as a middleware on top of the physical
infrastructure and offers a complete toolset to the involved
entities in the infrastructure service provisioning workflow.
More information of each layer presented can be found in
[4], [8]. The LICL provides the infrastructure services within
GEYSERS. This layer is the component in the GEYSERS
architecture responsible for abstracting and virtualising the
physical resources, and thus offering them as a service to
the upper layers on the GEYSERS stack. Although having
such other components and elements, the main pilars on
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Fig. 2. Virtualisation of optical nodes

which the functionalities of the LICL rely are: (i) resource
abstraction, (ii) the information modelling framework, and
(iii) the synchronisation mechanisms.

B. Optical Network Virtualisation

The GEYSERS architecture enabled by optical network
virtualization allows service providers to lease resources
on-demand from infrastructure providers. Optical Network
Virtualisation is defined as the composition of multiple isolated
optical virtual networks (Optical VN) simultaneously coexisting
over shared optical physical networks (Optical PN). The
Optical PN can be provided by multiple Physical Infrastructure
Providers (PIPs). Each of the optical VN is composed of a
set of virtual optical nodes interconnected with virtual optical
links, and managed by a single administrative entity. Virtual
optical resources, including virtual optical nodes and virtual
optical links, are often achieved by partitioning or aggregating
physical optical resources, as shown in Fig. 2. The partitioning
and/or aggregation of these resources empowers the creation
of multiple simultaneous VIs, each with its own topology
and QoS requirements, running over the same optical network
infrastructure. Within an optical VN, a virtual link is defined
as a connection between one port of a virtual network element
to a port of another virtual network element. The granularity of
virtual links in the virtualized optical network is inherited from
the switching capabilities supported by physical devices (e.g.,
wavelength, or fiber). Generally, the virtualisation of optical
switches should be considered together with that of optical
links.

III. VIRTUAL OPTICAL NETWORK PROVISIONING

Requests for composing VIs are usually generated by
service providers or operators. Each request has associated
requirements that need to be fulfilled when composing the VI.
Moreover, isolation and coexistence, the two most important
characteristics of virtualized optical networks, need to be
satisfied. Isolation implies that different VIs sharing the same
underlaying substrate should be independent from each other.
Virtual optical resources that are created by partitioning or
aggregation from same physical optical network resources

should not interfere with each other. Coexistence means that
different optical VIs sharing the same physical infrastructure
can be supported and provisioned in parallel to different
administrative entities. However, due to the analogue nature
of optical networks, the optical layer constraints, such as
wavelength continuity constraint and various physical layer
impairments need to be considered when virtualizing optical
networks. The wavelength continuity constraint will affect
the network resource utilization, while the physical layer
impairments impact the isolation of multiple coexisting VIs.

Given the information of physical infrastructures and the
requirements of virtual network requests, an intelligent and
dynamic composition mechanism is needed to create VIs
on demand, utilizing the available physical resources. In
[9], the authors have proposed a VI composition method
considering the impact of the physical layer impairments
to guarantee the isolation between multiple coexisting VIs.
The studies in [10] show that the energy consumption of
concurrent VIs is minimized over a shared IT and network
infrastructure. A. Pages et al. studied in [11] the impact of
the transport technology, that is, wavelength switching and
spectrum switching, on the amount and characteristics of the
virtual infrastructures that can be built on top of a physical
infrastructure.

In this paper, we focus on the grouped or clustered VI map-
ping in a Dense Wavelength Division Multiplexing (DWDM)
network scenario. Several VI requests are grouped in a cluster
wherein the bandwidth can be shared, whereas the isolation
between different clusters is still guaranteed. The potential
benefits in terms of the resource requirements of the joint VI
provisioning is investigated.

IV. VIRTUAL INFRASTRUCTURE EMBEDDING

A virtualized Wavelength Division Multiplexing (WDM)
network consists of several lightpaths (i.e. end-to-end wave-
length connections) where each lightpath is completely owned
and managed by one Virtual Infrastructure Provider (VIP). The
aggregate of all lightpaths managed by the same VIP thus forms
a (virtual) topology which is called a VI. Having a separate
VI per VIP achieves complete isolation of the optical network
resources (i.e. wavelengths) used by distinct VIs, it also implies
a possible penalty in required network capacity to accommodate
them all: given the coarse bandwidth granularity in current
commercial DWDM products (each wavelength offers 10, 40
or 100 Gbps), the offered network capacity may be very high
while only a small portion of this capacity is used. Therefore,
in [12] we have proposed to cluster VI requests and introduce
traffic grooming. As such, we do not offer de facto isolation
within each cluster, although full isolation is enforced between
different clusters.

Apart from the wavelength utilisation vs isolation trade-off,
there is also a trade-off between resource utilization and the
scalability of the Network Control Plane (NCP). Although
a small number of VIs maximizes statistical multiplexing
opportunities and hence increases resource utilization, it also
leads to fairly large VI instances that, because of their size,



Fig. 3. The total number of wavelengths required to map a given set of VI
requests depends of the number of clusters we partition them in, as well as
the clustering strategy (FullMesh vs MaxUtil).

may suffer from degraded control plane scalability: the number
of control plane messages are proportional with the number of
nodes in a network. A large number of isolated VIs however,
would lead to poor resource utilization. This trade-off will be
illustrated quantitatively in the following.

More formally, we solve the following VI mapping and
clustering problem. Given: (i) the Physical Infrastructure (PI)
topology, (ii) a set of traffic matrices representing the virtual
infrastructure requests, and (iii) the number of isolated VIs that
should be mapped on the PI. (Each isolated VI is composed of
one or more virtual network requests) We should find: (i) the
composition of the isolated VIs, i.e. which requests jointly
form an isolated virtual etwork, and (ii) the mapping of the
isolated virtual networks on the physical topology.

We aim to find solutions using a two-step algorithm: (i) we
first perform clustering of individual VI requests into distinct
virtual networks, after which (ii) we map these virtual network
onto the PI, i.e. we select which the wavelength paths to use
for each of the virtual network links.

For an optimal clustering solution, we turn to an ILP
formulation as described in [12] and compare these results for
benchmarking purposes with a random approach. We consider
two alternatives for the actual mapping onto the PI: (i) a
FullMesh strategy which minimizes the hop distance between
virtual network nodes, and (ii) a MaxUtil strategy which
maximally exploits statistical multiplexing to fill the available
link capacity as efficiently as possible.

In Fig.3 we show the total number of wavelengths necessary
to instantiate a varying number of virtual network clusters (here
denoted as 𝑘), using the ILP-based clustering algorithm. When
comparing the increase in wavelength usage between MaxUtil
and FullMesh, we note that MaxUtil has a very slow growth,
in particular compared to a FullMesh virtual network design.
Fig.4 indicates the effectiveness of the ILP-based cluster, where
we show the ratio of the total number of wavelengths for the
ILP-based algorithm over that from random clustering. First,

Fig. 4. The total number of wavelengths compared to that obtained by a
random clustering.

note that there is a gap of about 5 to 10%, showing that ILP
performs better than Random. However, this relatively low
improvement of ILP-based over random clustering indicates
that there is a need for more advanced clustering (indeed
we only incorporated node activity of VI requests, ignoring
network grooming). Secondly, the effectiveness of the random
clustering reaches a minimum around 2-3 clusters, indicating
the region where intelligent clustering is most relevant.

Fig. 5. Convergence of average message exchange rate for large number of
virtual network clusters

Within each provisioned VI, connection requests are as-
sumed to be issued at certain rates associated with the
traffic matrix used for the VI mapping. In Fig.5 the control
plane message exchange rate associated with those dynamic
connection requests is averaged over all virtual networks. We
only consider connection signalling traffic, as this forms the
majority of control plane traffic, especially when introducing
flooding reduction techniques for OSPF. Fig. 5 shows that both
design techniques converge to approximately the same average
message exchange rate, although the MaxUtil approaches a
very high control plane load for a small number of virtual



networks. The size of the virtual network request does not
influence the message exchange rates. Note than the average
message exchange rate is a hyperbolic function and thus the
total message exchange rate remains constant. However, the
reduction in cotrol traffic within each cluster indicates that
virtualisation offers operators the compelling advantage of
control plane scalability, since the associated controllers can
run independently from each other.

V. CONCLUSION

Cloud computing in essence has emerged thanks to the
increased availability of network connectivity and bandwidth.
However, despite the crucial role that networks play in making
cloud services possible, network resource provisioning to date
is not an integral part of the cloud service provisioning process.
To alleviate this, and thus ensure that network performance
is satisfactory in order to meet the specific characteristics
of the cloud-bases applications, we present the virtual optical
network provisioning within the GEYSERS project. We present
the GEYSERS project, which proposes a holistic architecture,
handling both IT and network resources in a converged manner,
while exploiting virtualisation of both of them in order to
maximize their efficient utilisation in an infrastructure as a
service model.

In this paper, we have focused on the grouped or clustered
VI mapping in a DWDM network scenario. Several VI requests
are grouped in a cluster wherein the bandwidth can be shared.
We have presented illustrative results of such an approach. In
particular, we showed that intelligently clustering the virtual
infrastructure requests can attain non-negligible advantages in
network capacity needed, order of 10%. Although promising,
results obtained open a new door in order to enhance the
embedding problem by means of clustering the requests and
obtaining a trade-off complete isolation and network capacity
required.

New clustering methodologies are left for future work. Initial
work on the request clustering based on the IT server clustering
in high-performance computing is being analysed. Also the
impact of clustering VI requests on the control planes must
be better characterised. Initial results show advantages to
the operators in terms of control plane scalability, since the
associated controllers to each cluster can run independently
from each other. However, detailed characterisation of the
control plane entities behaviour and its analysis is still missing
in order to complete the analysis of the batched approach.
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