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Abstract—In this paper, we address the issue of resiliency against single link network failures in optical grids and show how the anycast routing principle, which is typical of grids, can be exploited in providing efficient shared path protection.

We investigate two different integer linear program (ILP) models for the full anycast routing problem, deciding on the primary and backup server locations as well as on the lightpaths toward them. The second model is a large scale optimization model which can be efficiently solved using column generation techniques. We also design two new heuristics: the first one is an improvement of a previously proposed one which, although providing near optimal solutions, lacks scalability, while the second one is highly scalable, at the expense of a reduced accuracy.

Numerical results are presented for three mesh networks with varying node degrees. They allow an illustration of the scalability of the newly proposed approaches. Apart from highlighting the difference in performance (i.e., scalability and optimality) among the algorithms, our case studies demonstrate the bandwidth savings that can be achieved by exploiting relocation rather than using a backup path to the original (failure-free) destination site. Numerical results for varying network topologies, as well as different number of server sites show that relocation allows bandwidth savings in the range of 7−21%.

I. INTRODUCTION

Challenging e-Science applications in different domains including high-level computing, parallel programming, fluid-dynamics, astrophysics and climate modeling have given rise to the idea of interconnecting geographically dispersed (high performance) computing sites in so-called grids. A grid is typically defined as a software and hardware infrastructure that provides access to high-end computational resources in a decentralized way, using general-purpose protocols and interfaces while providing a scalable quality of service (QoS) aware architecture [1].

Optical networks, which offer high bandwidth and low latency, are obviously prime candidates for interconnecting the various grid sites. This has given rise to the concept of so-called optical grids [2]. Given the typically high volume of data being processed, it is crucial for grids to be able to survive grid resource failures by providing resiliency mechanisms [2]. This holds for both optical networks and servers (storage and/or computational resources).

In this paper, we consider an optical circuit-switched network (such as an Automatically Switched Optical Network - ASON, see, e.g., [3]), based on Wavelength Division Multiplexing (WDM). We investigate on providing resiliency against network failures with the adoption of shared path (SP) protection under the anycast routing principle [4], for the grid to survive from any possible single link failure. We consider two variants of the SP protection schemes for which we provide a generic large scale optimization model, that we compare with the two proposed heuristics and a previously proposed classical integer linear program (ILP), which we adapted to the studied protection schemes.

In Classical Shared Path protection (CSP), a primary path connecting a given pair of source and destination nodes is protected by a link-disjoint backup path. The sharing offers the opportunity to limit the spare network resources, by allowing backup paths to reuse the same physical resources in case the corresponding primary paths are link disjoint. Note that such a scheme can be easily extended to node protection, by requiring node-disjoint paths, instead of link-disjoint paths.

In the context of the usual traffic in a WDM optical network, the node destination is given at the outset together with the description of the traffic requests to be provisioned. However, under the anycast principle [4], which is typical of grids, the destination is not necessarily given a priori. Hence, we will only assume the knowledge of the origin of the grid jobs and let the routing problem decide on an optimized choice of their destination (server location) site. The anycast routing principle even allows identifying a backup-site different from the one under failure-free conditions. This means that, instead of reserving a back-up path to the original destination determined by the grid scheduler, it could be of interest to relocate the job to another server in case of a link failure, assuming either tools for seamless transfer of running jobs [5], or that we deal with so-called Bag-of-Tasks (BoT) applications [6]. Under the assumption of BoT applications, the overall job requests can be broken up into smaller pieces, or at least into not overly time-critical ones. Consequently, we can assume it is acceptable to resubmit the jobs to the new location, and therefore do not need to account for migration of jobs running at a failed location to a new one. As demonstrated further in this paper, exploiting job relocations allows an overall reduction of (backup) network capacity and can be achieved by a Shared Path Protection with Relocation (SPR-A) scheme under Anycast routing principle. Hence, we will compare two cases, the first one when the backup location is identical to the primary server location (CSP-A scheme), and the second case where freedom is given to select a backup location which may be different from the primary one (SPR-A scheme).

In previous work, Buysse et al. [7], [8] demonstrated that such a relocation strategy can significantly decrease the number of network resources (number of bandwidth units) compared to its traditional counterpart, under the assumption of a fully specified traffic matrix, i.e. both job source and destination server nodes were known; relocation was then allowed to change the destination under link failures. Subsequently, in [9], the authors proposed both an ILP model and a heuristic for solving the relocation problem in the anycast case, while optimizing the selection of the destination server site for both working and backup paths.
The current paper significantly extends the aforementioned work with the following contributions: (i) a highly scalable column generation (CG) ILP model and solution; (ii) two new heuristics; (iii) an extensive comparison of the CG-ILP algorithm and of the heuristics, in terms of running times and optimality gaps; (iv) an investigation of the impact of the number of resources (server sites) where to execute the jobs; and (v) an assessment of the bandwidth relocation gains (compared to classical shared path protection) for varying topologies, in terms of average node degree (dense vs. sparse networks).

Note that, in the current work, we do not consider task flows of interdependent and possibly concurrent processes, which may thus run in parallel on potentially different locations (as, e.g., considered in [10]). Note that a computing site in our work is actually a complete data center (or cluster). In our work we focus on the wide area network interconnecting various data centers, not intra-data-center communication. Hence, we assume that grid jobs entirely run at a single such data center location. Extension of our work to multi-site traffic patterns will be considered in future work.

The remainder of this paper is structured as follows. In Section II, we give an overview of related work. In Section III, we detail the ILP models (previous and new column generation ones), and their solutions. Heuristics are discussed in Section IV. The comparative performances of the exact vs. heuristic solutions is dealt with in Section V. In the same section, throughout a case study, we also present the advantage of using relocation, as compared to classical shared path protection. Conclusions are drawn in Section VI.

II. RELATED WORK

The problem addressed in this paper is a generalization of the classical Routing and Wavelength Assignment (RWA) problem in WDM networks. The vast research literature devoted to RWA focuses on finding a suitable routing path and wavelength, assuming both source and destination of connection requests are given (i.e., the unicast routing case). The most studied objectives are the minimum number of wavelengths (min-RWA) and the maximum grade of service, i.e., number of granted requests (max-RWA). For an extensive overview of such classical RWA literature, we refer to [11], [12] and more specifically to the Integer Linear Programming (ILP) approaches reviewed recently in [13]–[15].

As highlighted before, in this paper, we address the anycast routing case, where the problem is complicated by the fact that the destination is not known a priori, but can be freely chosen (among a given set of possible destinations, i.e., server sites). We consider the objective of minimizing the number of wavelengths summed over all network links, i.e., the number of bandwidth units. We consider here an off-line network design problem, aiming to decide on the network and server resource dimensions. Note that we will assume a given set of server sites as destinations; to select them, the approach discussed in [16] can be used. The related problem of accepting arriving connection requests in an online fashion (on a given, capacitated network instance), such as considered in [17], is out of the scope of this paper.

ILP formulations have been widely exploited in previous works in order to solve the RWA problem, as they provide a convenient way to flexibly and unambiguously define the problem and its instance-specific parameters: cost functions, wavelength conversion, protection scheme, etc. These ILP formulations typically fall into one of the following two categories: link or path based formulations, see, e.g., [13], [15] for a comparison of them. While some of these ILP formulations are more efficient than others, they all lack scalability when it comes to solve large instances, whether it consists of larger networks or larger traffic data sets. In order to overcome the scalability issues, large scale optimization models need to be devised such as the column generation model of [14]. Therein, the RWA problem is decomposed according to a set of configurations, where a configuration is added only if it contributes to the improvement of the current value of the objective.

While the works described above only have relevance for network primary provisioning, their formulations typically only require a few modifications to cover network protection cases. The works of Stidsen et al. [18] and Koster et al. [19] provide joint optimization of working and protection paths with the classical path protection scheme.

III. PROPOSED SOLUTION APPROACHES

We aim to investigate two protection schemes, Classical Shared Path protection with Anycast (CSP-A) and Shared Path protection with Relocation and Anycast (SPR-A) from a network dimensioning perspective, i.e., we extend one step further the Classical Shared Path (CSP) and Shared Path with Relocation (SPR) models which were studied in [20].

We start from a demand vector expressing for every source of an optical grid network, the number of desired connections (i.e., job requests). It is up to the optimization model to choose which primary and backup server sites to use. For the CSP-A protection model, we impose the primary and the backup servers to be the same, while they can differ in the SPR-A model. Furthermore, we assume that every optical cross-connect (OXC) in the network is able to perform full wavelength conversion, which is sometimes referred to as the Virtual Wavelength Path (VWP) network [21]. Our network is modeled as follows:

\[ G = (V, L), \text{ directed graph representing an optical grid, where } V \text{ is the node set and } L \text{ is the set of (directed) links, where we assume that every link has an unlimited transport capacity.} \]

\[ V \text{ Node set, indexed by } v \in V, \text{ representing the OXCs and possibly collocated server sites (computational and/or storage servers).} \]

\[ V_d \subset V \text{ Server node set, indexed by } v \text{ or } v_d, \text{ comprising the server sites (capable of processing grid jobs), i.e., potential candidate destinations.} \]

\[ L \text{ Directional link set, indexed by } \ell \text{. Each pair of connected nodes is usually connected by two links, one in each direction.} \]

A. Standard ILP Model

For evaluation purposes, we briefly recall a first standard ILP model which was previously proposed in [8], [9]. We have simplified the notations of its first formulation and adapted it to the protection schemes studied in this paper, i.e., to the CSP-A and SPR-A protection schemes. Note that the first ILP was proposed to study the CSP scheme in which destination server nodes were given at the outset. Traffic
instances are described by a set of requests, \( k \in K \), where each request \( k \) originates at source node \( v_s(k) \).

Variables of the first standard ILP model are as follows.

\[
p_{k\ell}^w \in \{0, 1\}, \quad p_{k\ell}^w \text{ is equal to 1 if request } k \text{ is routed (working path) through } \ell, \text{ 0 otherwise.}
\]

\[
p_{k\ell}^b \in \{0, 1\}, \quad p_{k\ell}^b \text{ is equal to 1 if request } k \text{ is routed (backup path) through } \ell, \text{ 0 otherwise.}
\]

\[
da_{kv}^w \in \{0, 1\}, \quad a_{kv}^w \text{ is equal to 1 if server site } v \text{ is used as the primary server site for connection } k. \text{ (Note that } a_{kv}^w = 0 \text{ for } v \in V \setminus V_d). 
\]

\[
da_{kv}^b \in \{0, 1\}, \quad a_{kv}^b \text{ is equal to 1 if server site } v \text{ is used as the backup server site for connection } k. \text{ (Note that } a_{kv}^b = 0 \text{ for } v \in V \setminus V_d). 
\]

\[
b_{v\ell}^w \in \mathbb{Z}^+, \quad b_{v\ell}^w \text{ is equal to the number of shared backup bandwidth units on link } \ell. 
\]

\[
d_{k\ell\ell'} \in \{0, 1\}, \quad d_{k\ell\ell'} \text{ is equal to 1 if and only if link } \ell' \text{ is used to protect link } \ell \text{ on the primary path of connection } k. 
\]

The objective function aims at minimizing the overall network capacity, in terms of required working and backup bandwidth units on all links:

\[
\min \text{ COST}_{ILP}(p^w, p^b) 
\]

where

\[
\text{COST}_{ILP}(p^w, p^b) = \sum_{\ell \in L} \left( b_{v\ell}^w + \sum_{k \in K} p_{k\ell}^w \right). 
\]

We next describe the set of constraints. The first set of constraints defines the demand constraints and the flow conservation constraints for the primary paths (where \( \omega^+(v) \) is the set of \( v \)'s outgoing links, and \( \omega^-(v) \) that of its incoming links):

\[
\sum_{\ell \in \omega^+(v)} p_{k\ell}^w - \sum_{\ell \in \omega^-(v)} p_{k\ell}^w = \begin{cases} 1 & \text{if } v = v_s(k) \\ -d_{kv}^w & \text{if } v \in V_d \\ 0 & \text{otherwise} \end{cases} 
\quad v \in V, k \in K. \quad (2)
\]

The next set of constraints expresses the demand constraints and flow conservation constraints for the backup paths:

\[
\sum_{\ell \in \omega^+(v)} p_{k\ell}^b - \sum_{\ell \in \omega^-(v)} p_{k\ell}^b = \begin{cases} 1 & \text{if } v = v_s(k) \\ -d_{kv}^b & \text{if } v \in V_d \\ 0 & \text{otherwise} \end{cases} 
\quad v \in V, k \in K. \quad (3)
\]

Then, we must ensure that working and backup paths do not overlap and do not share any link that could fail simultaneously. For that purpose, we introduce the following constraints:

\[
p_{k\ell}^w + p_{k\ell}^b \leq 1 \quad \ell \in L, k \in K \quad (4)
\]

\[
p_{k\ell}^w + p_{k\ell'}^b \leq 1 \quad \ell, \ell' \in L : \ell \neq \ell' \quad (5)
\]

Next, we calculate the shared path protection capacities on each link \( \ell \):

\[
b_{\ell\ell'}^w \geq \sum_{k \in K} d_{k\ell\ell'} 
\quad \ell, \ell' \in L : \ell \neq \ell' \quad (6)
\]

\[
d_{k\ell\ell'}^w \geq p_{k\ell}^w + p_{k\ell'}^b - 1 \quad k \in K; \ell, \ell' \in L : \ell \neq \ell'. \quad (7)
\]

In order to ensure that every demand (i.e., job request) is assigned to a single server, both in working provisioning and for backup purposes, we enforce the following constraints:

\[
\sum_{v_d \in V_d} d_{k\ell}^w = 1 \quad k \in K \quad (8)
\]

\[
\sum_{v_d \in V_d} d_{k\ell}^b = 1 \quad k \in K. \quad (9)
\]

Constraints (2)-(9) define the formulation for the SPR-A protection scheme. In order to get the formulation for the CSP-A scheme, we need to add the following constraints stating that the primary and backup servers have to be the same:

\[
d_{k\ell}^w = d_{k\ell}^b \quad v \in V_d, k \in K. \quad (10)
\]

\[\text{B. Column Generation ILP Model}\]

While column generation techniques allow the solution of very large, even huge, ILP models, they often require to rethink the modeling in order to exhibit a decomposition of the set of constraints, and consequently to allow an implicit enumeration of the variables, its key feature for overcoming non scalability.

Here, in order to get a column generation formulation, we introduce the concept of a configuration \( c \in C \), where \( C \) denotes the overall set of configurations. A configuration \( c \) is defined for a given source node \( v_s \in V \), and describes a potential provisioning of the working and backup paths of a set of job requests originating at \( v_s \). In the CSP-A protection scheme, destinations of a pair made of a working and a backup path must be the same server nodes, while in the SPR-A scheme, there is no such requirement. Of course, several such configurations exist and we denote by \( C_s \) the set of potential configurations associated with job requests originating at \( v_s \).

The provisioning model of all job requests is then decomposed into: (i) a so-called Master Problem (MP) which will select the most promising / best configurations, a sufficient large number so as to satisfy the set of job requests for each source node, and (ii) so-called Pricing Problems (PP). Each pricing problem is associated with a given source node and generates potential configurations related to that source node.

The second change we introduce in order to get an efficient column generation is to define the traffic in a slightly different, but equivalent way. Let

\[
K_s \quad \text{Set of job requests originating at source node } v_s \in V \setminus V_d:
\]

\[
D_s = |K_s|, \quad \text{i.e., number of job requests in } K_s.
\]

\[
S \subseteq V, \text{ set of demand source nodes such that:}
\]

\[
\forall v_s \in S : D_s > 0.
\]

To complete the characterization of the configurations, we need the following parameters:

\[
p^w_{c\ell} = 1 \text{ if link } \ell \text{ is used by the working path of configuration } c, 0 \text{ otherwise.}
\]

\[
p^b_{c\ell} = 1 \text{ if link } \ell \text{ is used by the backup path of } c, 0 \text{ otherwise.}
\]

The master problem of the column generation ILP model uses two sets of variables: variables \( z_c \in \mathbb{Z}^+, c \in C \) and \( b_c \in \mathbb{Z}^+ \). The value of each variable \( z_c \) is equal to the number of selected copies of configuration \( c \). Variable \( b_c \) is defined as in the ILP model of Section III-A.
1) **Master Problem**: The objective function which minimizes the total network capacity, can be written as follows:

\[
\min \quad \text{COST}_{\text{CG, ILP}}(z, b^\ell) \\
\]  

where

\[
\text{COST}_{\text{CG, ILP}}(z, b^\ell) = \sum_{\ell \in L} \left( b^\ell_z + \sum_{c \in C} p^w_c \cdot z_c \right). \tag{11}
\]

The set of constraints are as follows. Firstly, we have the demand (job requests) constraints:

\[
\sum_{c \in C} z_c \geq D_v, \quad v_s \in S. \tag{12}
\]

Note that the demand of requests originating at \( v_s \) is not necessarily satisfied by a single configuration.

The next set of constraints expresses the capacity requirement for link \( \ell \) in a backup path. Indeed, if \( \ell' \) protects link \( \ell \), with \( \ell \) belonging to several working paths (modeled here throughout the various configurations associated with working paths containing \( \ell \), we must ensure that \( \ell' \) has a large enough transport capacity:

\[
\sum_{c \in C} p^w_c \cdot p^b_{c,\ell'} \cdot z_c \leq b^\ell_{\ell'}, \quad \ell, \ell' \in L : \ell \neq \ell'. \tag{13}
\]

Note that, in practice, one works with the so-called **restricted master problem**, i.e., with a master problem restricted to a very small set of configuration variables. See Section III-B.4 for a description of the algorithm for solving the CG-ILP model.

2) **Pricing Problem**: Each pricing problem corresponds to the design of a potential configuration, i.e., a potential working and backup provisioning for the job requests originating from a given source node \( v_s \in V \). Per definition of the pricing problem, the objective function corresponds to the reduced cost of the configuration variable of the master problem, i.e., of variable \( z_c \) for \( c \in C_s \), assuming we search for configurations in \( C_s \). Readers not familiar with linear programming concepts, are referred to [22], [23].

In addition, the interest of the pricing problem lies in the identification of improving configurations, i.e., configurations \( c \) such that, if their corresponding variable \( z_c \) is added in the master problem, it will contribute to improve (here, to minimize further) the current value of the objective of the master problem. Such configurations are the ones with a negative reduced cost. In other words, assuming we minimize the reduced cost of the current pricing problem associated with source node \( v_s \), either the minimum reduced cost is negative, and then we have obtained an improving configuration that we add to the current master problem, or the minimum reduced cost is positive. In the latter case, we conclude that, at this stage, no more improving configuration associated with \( v_s \) can be found, unless the values of the dual variables change following the addition of another configuration associated with another source node.

Let us express the objective function of the pricing problem associated with source node \( v_s \), or \( \text{PP}(v_s) \) for short, i.e., the reduced cost of variable \( z_c \), \( c \in C_s \). For doing so, we need the dual values of the constraints involving variable \( z_c \):

\[
\begin{align*}
\sum_{\ell \in L} p^w_{\ell} & \geq 0, \text{ value of the dual vector associated with constraint (12-} (\text{v}_s) \text{)} \quad \text{(we omit the s index to alleviate the notation),} \\
\sum_{\ell \in L} u^2_{\ell,\ell'} & \leq 0, \text{ values of the dual vector associated with constraints (13).} 
\end{align*}
\]

The reduced cost, \( \text{COST}_{\text{CG, ILP}} \), of \( \text{PP}(v_s) \), to be minimized, can then be written:

\[
\text{COST}_{\text{CG, ILP}} = \sum_{\ell \in L} p^w_{\ell} - u^1 - \sum_{\ell \in L} \sum_{\ell' \in L, \ell \neq \ell'} 2 u^2_{\ell,\ell'} p^w_{\ell}. \tag{14}
\]

Constraints are related to the working and backup provisioning of the job requests originating from \( v_s \). The next two sets of constraints take care of the working and backup path definitions.

\[
\begin{align*}
\sum_{\ell \in \omega^+(v)} p^w_{\ell} - \sum_{\ell \in \omega^-(v)} p^w_{\ell} = \begin{cases} 1 & \text{if } v = v_s \\ 0 & \text{otherwise} \end{cases} & \quad \text{for } v \in V, \\
\sum_{\ell \in \omega^+(v)} p^b_{\ell} - \sum_{\ell \in \omega^-(v)} p^b_{\ell} = \begin{cases} 1 & \text{if } v = v_s \\ 0 & \text{otherwise} \end{cases} & \quad \text{for } v \in V. \tag{15} \\
\end{align*}
\]

The next two sets of constraints deal with the overlap and the sharing of links pertaining to the working and backup paths, and are similar to constraints (4) and (5):

\[
\begin{align*}
p^w_{\ell} + p^b_{\ell} & \leq 1 & \quad \ell \in L \tag{17}, \\
p^w_{\ell} + p^b_{\ell'} & \leq 1 & \quad \ell, \ell' \in L : \ell \text{ and } \ell' \text{ are opposite to each other.} \tag{18}
\end{align*}
\]

Again, we need to impose a single node server for each path, i.e., working and backup:

\[
\begin{align*}
\sum_{v \in V_d} d^w_v = 1, \tag{19} \\
\sum_{v \in V_d} d^b_v = 1. \tag{20}
\end{align*}
\]

This concludes the description of the set of constraints for the SPR-A scheme. For the CSP-A scheme, we have to enforce the constraints stating that the primary and backup servers need to be the same:

\[
d^w_v = d^b_v, \quad v \in V_d. \tag{21}
\]

3) **Linearization**: As can be observed, the expression of the reduced cost (14) is nonlinear. In order to linearize it, we introduce the variables \( p^w_{\ell,\ell'} \) such that:

\[
p^w_{\ell,\ell'} = p^w_{\ell} \cdot p^w_{\ell'}, \quad p^w_{\ell} \cdot p^w_{\ell'} \in \{0, 1\}; \ell, \ell' \in L : \ell \neq \ell'. \tag{22}
\]

together with the following set of constraints:

\[
\begin{align*}
p^w_{\ell,\ell'} & \geq p^w_{\ell} + p^w_{\ell'} - 1 & \quad \ell, \ell' \in L : \ell \neq \ell' \tag{23}, \\
p^w_{\ell} & \leq p^w_{\ell,\ell'} & \quad \ell, \ell' \in L : \ell \neq \ell' \tag{24}, \\
p^w_{\ell} & \leq p^w_{\ell,\ell'} & \quad \ell, \ell' \in L : \ell \neq \ell'. \tag{25}
\end{align*}
\]

Not that inequalities (24) and (25) are not necessary, taking into account that variables \( p^w_{\ell,\ell'} \) appear in the objective of the pricing problem with a negative coefficient, as \( u^2_{\ell,\ell'} \leq 0 \), (see below) and, hence are minimized.

The expression of the objective (i.e., reduced cost) of the pricing problem \( \text{PP}(v_s) \) becomes:

\[
\text{COST}_{\text{CG, ILP}} = \sum_{\ell \in L} p^w_{\ell} - u^1 - \sum_{\ell \in L} \sum_{\ell' \in L, \ell \neq \ell'} 2 u^2_{\ell,\ell'} p^w_{\ell}. \tag{26}
\]
4) Solution of the CG-ILP formulation: Column Generation (CG) techniques offer highly efficient solution methods for linear programs with a very large number of variables, where the constraints can be expressed implicitly. In order to speed-up the convergence of a column generation model, it is very often useful to use a “warm” start, i.e., to generate few as promising as possible configurations at the outset. This was achieved by solving PP\((v_i)\) for \(v_i \in S\), after modifying its objective as follows:

\[
\min \sum_{i \in L} \left( p_i^f + p_i^v \right).
\]  

(27)

The set of constraints is made of constraints (15)-(21).

On the other hand, one needs to devise a way to derive an integer solution once the linear relaxation of an ILP model has been solved using a column generation algorithm. Here, rather than developing a costly branch-and-cut algorithm, we solve the ILP model made of the columns generated in order to obtain the optimal linear programming solution. It is well known that it usually does not provide the optimal ILP solution, but, as will be seen in the numerical results section, in practice, that was enough in order to obtain near optimal solutions.

The detail of the column generation and ILP solution process is described in Algorithm III.1.

Algorithm III.1 Solution of the CG-ILP model

**Step 1. Initialization**
Build a set of initial configurations in order to set an initial Restricted Master Problem (RMP).

**Step 2. Solution of the linear relaxation of the master problem**
Solve the LP relaxation of the current RMP

\(\text{OPT} \leftarrow \text{FALSE}.\)

**while** OPT = FALSE **do**

\(\text{OPT} \leftarrow \text{TRUE.}\)

**for** each source node \(v_i\) **do**

Solve PP\((v_i)\)

if \(\text{COST}_{\text{CG,ILP}}(\text{PP}(v_i)) < 0\) **then**

OPT \(\leftarrow\) FALSE.

Add the improving configuration associated with PP\((v_i)\) to the current RMP

Re-optimize the LP relaxation of the enlarged RMP

**end if**

**end for**

**end while**

**Step 3. Deriving an optimal or a near optimal integer solution**
Solve the ILP model made of the current set of columns (variables) of the RMP, using either a branch-and-bound technique or a rounding off technique.

IV. HEURISTICS

While the classical ILP formulation presented in III-A allows to find an optimal solution, it does not scale at all for large data instances. Hence, in order to evaluate the relocation strategy on a larger scale, we proposed, in Section III-B, a new CG-ILP model based on a column generation formulation. This last model allows the solution of large size instances, while providing an optimal or a near optimal solution. We next propose two heuristic algorithms, in an attempt to find faster solution algorithms, without compromising too much on the quality of the solutions. The first heuristic, denoted by H1, improves the running time for medium size instances over CG-ILP, while finding solutions with a small optimality gap. The second one, denoted by H2, is faster than H1, and much faster than the CG-ILP algorithm, but outputs solutions with a larger optimality gap, especially for the CSP-A case. We next describe those two heuristics.

A. Heuristic H1

We adapted a heuristic described in [24] which tries to minimize the total resource usage by minimizing the resources for the primary connections as well as by maximizing the sharing among the backup network resources. We extended this heuristic to the grid case under the anycast principle, with the selection of the server nodes. We first describe the heuristic for the SPR-A scheme and further show how we can adapt it to achieve the CSP-A scheme.

1) Overview of heuristic H1: Heuristic H1, which is described in Algorithm IV.1, proceeds in three steps. We next comment those steps.

Algorithm IV.1 Heuristic H1 - SPR-A Protection Scheme

1: **Step 0. Initialization**
2: **for** \(k \in K\) **do**
3: \(p^w_k \leftarrow \emptyset\); \(p^v_k \leftarrow \emptyset\)
4: **end for**
5: 6: **Step 1. Create virtual resource \(v_{n+1}\)**
7: **for** \(v \in V_d\) **do**
8: create two parallel links between \(v\) and \(v_{n+1}\), where node \(v_{n+1}\) plays the role of a sink node.
9: **end for**
10: 11: **Step 2. Find a candidate link disjoint pair of paths**
12: **for** \(k \in K\) (where \(K\) is an ordered set) **do**
13: \((p_1, p_2) \leftarrow\) Suurballe’s algorithm \((s, v_{n+1})\)
14: \(p^w_k \leftarrow\) Dijkstra’s algorithm \((v_k, v_{n+1})\)
15: \(p^v_k \leftarrow\) FindBackupPath\((v_k(p_1), v_{n+1})\)
16: **end for**
17: Compute \(\text{COST}_{H1}\) associated with those primary and backup paths
18: 19: **Step 3. Optimization phase**
20: \# Changes \(\leftarrow 0\); \(\text{index} \leftarrow -1\)
21: **while** \# Changes \(\leq |K|\) **do**
22: \(\text{index} = (\text{index} + 1) \mod |K|\)
23: \(k \leftarrow K[\text{index}]\)
24: \(p^w_k \leftarrow\) Dijkstra’s algorithm \((v_k(p), v_{n+1})\)
25: \(p^v_k \leftarrow\) FindBackupPath\((v_k(p), v_{n+1})\)
26: Compute \(\text{NEW COST}_{H1}\)
27: **if** \(\text{NEW COST}_{H1} < \text{COST}_{H1}\) **then**
28: \# Changes \(\leftarrow 0\)
29: \(\text{COST}_{H1} \leftarrow \text{NEW COST}_{H1}\)
30: **else**
31: \# Changes \(\leftarrow\) \# Changes + 1
32: **end if**
33: **end while**
Algorithm IV.2 Algorithm FindBackupPath(vd, p_b, s)
1: Remove the links of p_b in graph G
2: For each backup path with a corresponding primary that is disjoint with p_b, set the link weights to zero
3: for k ∈ K \ {k} do
4: if (p_b_k ∩ p_b) = ∅ then
5: for ℓ ∈ p_b_k do
6: assign weight 0 to ℓ
7: end for
8: end if
9: end for
10: return Dijkstra’s algorithm(v_s(k), v_s+n+1)

Step 1: We insert a virtual resource (i.e., a sink node) (lines 7-9), which is biconnected with a virtual edge (i.e., two links opposite to each other) of weight 0 to every other resource. Such a virtual resource makes it easy to find a pair of link disjoint paths to different potential resources. If we find two link disjoint paths to this virtual resource, the real resource is the second-last node (next-to-last hop) on each path.

Step 2: For every connection request k ∈ K (line 12), find a pair of link disjoint paths from the fixed source to the virtual resource (line 13), using Suurballe’s algorithm [25] (see also [26]), a reference algorithm for finding two link disjoint paths from the fixed source to the same sink (see also [26]), which is biconnected with a virtual edge (i.e., two links opposite to each other) of weight 0 to every other resource.

Step 3: For every connection request k ∈ K (line 21), try to find a new primary resource (line 24, using Dijkstra’s algorithm [27]). The search of the new backup path (line 25), using the procedure FindBackupPath, described in algorithm IV.2. Therein, we first delete the primary path, after which we consider every connection k′ ≠ k. If primary paths p_b and p_b_k are link disjoint, we assign weight 0 to the links ℓ ∈ p_b_k. Applying Dijkstra’s algorithm on the modiﬁed network from the source to the virtual resource leads to a new backup path with a cost hopefully not greater than the cost of the previous backup path and even smaller because of possible additional sharing. This last step differs from [24] as we combine the separate rerouting steps into one step. Such a combination accommodates for the extra degree of freedom (vs. [24]) since we start from a source demand vector, rather than from an origin/destination demand matrix.

In order to accommodate all backup paths, the total number of bandwidth units on each link ℓ is calculated as follows:

\[ b^B_ℓ = \max_{k ∈ K} \sum_{k′ ∈ K} p^B_{k′, ℓ} \cdot p^W_{k′, ℓ} \] (28)

2) Extending H1 heuristic for the solution of CSP-A: The introduction of the virtual resource is a handy trick in order not to exhaustively optimize over all possible resources and then choosing the best one. The trick cannot be used for CSP-A because the end points of the pair of link disjoint paths need to be the same. Hence, there is no other possibility than exhaustively iterate over every possible resource in both the initial configuration phase and the optimization phase. Note, however, that this exhaustive search for all resources is feasible, since we assume a reasonably small set V_d of

```
Algorithm IV.3 Heuristic H2 - SPR-A Protection Scheme
1: Step 1: Initialization
2: For all ℓ ∈ L: b^B_ℓ ← 0; WEIGHT^B_ℓ ← 1, 3:
4: Step 2: Primary and backup paths
5: for all v ∈ V \ V_d do
6: Concatenate all the requests originating at v_s into a single aggregated request, denoted by k(v_s), with a bandwidth requirement such that: b_h(v_s) = \sum_{k ∈ K_s} b_h.
7: Step 2a: Selection of the grid server location
8: for all ℓ ∈ L do
9: WEIGHT^B_ℓ ← \left( \max_{ℓ′ ∈ L} b^B_ℓ \right) - b^B_ℓ + 1
10: end for
11: for all v ∈ V do
12: Compute the shortest path p_v,v_d from v_s to v_d with weights WEIGHT^W
13: end for
14: p^W_v ← arg \min_{v ∈ V_d} \{ LENGTH(p_v,v_d) \} where LENGTH(p_v,v_d)
15: is computed according to WEIGHT^W
16: Step 2b: Tentative selection of the primary path
17: Temporarily remove from G the links of p^W_v
18: 19: Step 2c: Selection of the backup path and conﬁrmation/new computation of the primary path
20: if there exists a path from v to a server site then
21: For all v ∈ V_d: Compute the shortest path p_v,v_d from v_s to v_d with weights WEIGHT^W
22: p^W_v ← arg \min_{v ∈ V_d} \{ LENGTH(p_v,v_d) \} where LENGTH(p_v,v_d)
23: is computed according to WEIGHT^W
24: Restore graph G (put back all links)
25: else
26: Restore initial graph G (put back all links)
27: Compute the shortest pair of link disjoint paths between v_s and v_d with weights WEIGHT^W and WEIGHT^B, for all v ∈ V_d.
28: Let p′ and p″ be the two resulting routes. Let
29: p^W_v = arg \min \{ LENGTH(p′), LENGTH(p″) \}
30: Where p^W_v (resp. p^B_v) is the aggregated working (resp. backup) path of request k.
```

```
resource sites. This choice is motivated by [16] which shows that a small number of resource sites suffices and allows the minimization of the overall network load.

In order to get a solution for the CSP-A protection scheme, heuristic H1 should be modified as follows:

- Remove Step 1 (lines 7 to 9),
- For each server site, calculate a new primary path and an optimized backup path, following the approach of lines 14–15, and choose the combination that leads to the lowest bandwidth requirements (i.e. that minimizes \( \text{COST}_H1 \)).

**B. Heuristic H2**

In this section, we describe another heuristic algorithm, H2, in an attempt to design a more scalable heuristic algorithm than heuristic H1. As we will see in Section V, we were quite successful in that attempt for the scalability aspect, less for the accuracy part. A key difference between H1 heuristic and H2 heuristic is that in H2, we combine all the requests originating from the same source node, as in the master problem of CG-ILP, while in H1, requests are considered on an individual basis, which increases the complexity of H1.

The H2 heuristic is based on an iterative approach which is detailed in Algorithm IV.3.

Shortest paths are computed using different weights for primary and backup path calculation. Backup weights account for sharing of wavelengths, while working weights account for the length of the path only:

- **WEIGHT\(_W\)_\(\ell\):** Primary weights are all taken equal to one, meaning that when computing shortest paths with those weights, we indeed consider the length of the working paths in terms of the number of links they contain.
- **WEIGHT\(_B\)_\(\ell\):** Backup weights are initialized to one, and will contain the complement of the protection bandwidth requirements with respect to the maximum link bandwidth requirement, see line 9. The reason is as follows. When computing shortest paths, we can either minimize or maximize their overall bandwidth requirements. When maximizing, instead of changing the shortest path algorithm in a longest path algorithm, one can also complement the protection weights with respect to the largest weight in order to go on using a shortest path algorithm (this is what is done on line 9 of the heuristic).

The underlying idea of the definition of the weights for the search of the backup path is that there are more opportunities for sharing with the links already contributing to bandwidth protection, or, in other words, the more protection bandwidth a link has, the more protection bandwidth sharing the link offers. For a given source node, there might be several requests. It is the choice of the network manager to route them all on the same primary paths or not. Indeed, it is not mandatory to assign each of the requests originating at the same node with the same server, and to assign them the same backup path. However, this is the choice which has been made in the H2 heuristic for scalability purposes.

1) **Extending H2 heuristic for the solution of CSP-A:** As for heuristic H1, heuristic H2 can be easily adapted to the CSP-A scheme: the search for paths simplifies as they are restricted to pairs of working/backup paths with the same destinations.

**V. PERFORMANCE EVALUATION**

**A. Experiment Set-up**

We will compare the performances for the Classical Shared Path Protection (CSP-A) and the Shared Path Protection with Relocation (SPR-A) schemes, both under the Anycast routing principle. In order to evaluate the influence of the topology on the achievable savings, we will compare three different topologies [28] as depicted in Fig. 1: (a) EU-base: a meshed network topology comprising 28 sites and 41 bidirectional links, corresponding to the pan-European network.
Traffic instances were generated as follows: for a given number, say |K|, of job requests, we randomly select |K| source nodes $v_s \in V \setminus V_d$. The number of times a source node is selected gives the number of job requests originating from that node. Nodes which are hosting server nodes are excluded.

We compare the solutions of the two ILP models, as well as the solutions of the two heuristics described in the previous sections. We consider different sets of fixed server nodes:

- $V^3_d = \{\text{London, Vienna, Berlin}\}$
- $V^5_d = V^3_d \cup \{\text{Lyon, Zurich}\}$
- $V^7_d = V^5_d \cup \{\text{Munich, Zagreb}\}$

We use the IBM ILOG CPLEX solver (release 11) to solve the ILP models under a C++/java implementation. All programs have been run on a cluster server node with 1 CPU of 2.2 GHz AMD Opteron 64-bit processor, 8Gb ram. In the forthcoming figures, each data point corresponds to average results over 10 random traffic instances.

### B. Quality of the Solutions

1) Accuracy of the solutions: Before comparing the performances of the CSP-A and SPR-A protection schemes, it is necessary to have a look at the quality (i.e., accuracy) of the solutions output by the CG-ILP algorithm and the two heuristics. We measure the accuracy by comparing the heuristic values with the ILP values, using the ILP model for the small instances, and the CG-ILP model for the large instances. In order to do so, we conducted experiments on the base pan European network topology of Fig. 1(a), with 5 server nodes (set $V^5_d$).

In our previous work [20], we already compared the quality of the solutions provided by CG-ILP and an earlier version of H1, noted as H1’, for both the classical shared path protection (CSP) and the shared path protection with relocation (SPR) schemes, assuming the location of the servers was given at the outset, in the description of each job request. Therein, we observed that both CG-ILP and H1’ found very close solutions (less than 1% optimality gap) to the optimal ILP solution, on small instances, i.e., with a number of
requests less than 20. On larger instances, the ILP model is not scalable anymore, and we observed that CG-ILP and H1 solutions were very close, with the CG-ILP algorithm being faster than H1, the more so as the number of requests was increasing. In addition, the optimality gap of CG-ILP was equal to 1% on average, while it was equal to ≈ 5% for heuristic H1.

If we now look at the CSP-A and SPR-A protection schemes, where the server location is not given at the outset (in comparison with the CSP and SPR schemes in [20]), we observe similar results for small data sets. We only provide the results for the SPR-A protection scheme, since the qualitative results for the schemes, CSP-A and SPR-A, are very similar. Indeed, for small data sets, where the classical ILP model remains solvable, see Figure 2, we observe that the ILP and the CG-ILP solutions are very close, meaning that the CG-ILP model leads to near optimal solutions which are within less than 2% accuracy, while the H1 heuristic finds solutions close to the optimal one (< 2% accuracy), see Figure 2(b). The comparison also includes heuristic H2, which is a faster heuristic than H1, at the expense of a larger optimality gap of 9%. With respect to the computing times (see Figure 2(a)), the heuristics are much faster than the two ILP algorithms. Observe that the ILP model’s lack of scalability is visible from the clear increase in running time for larger demands (note the logarithmic scale), whereas the running time for CG-ILP seems more stable for increasing demands.

For larger data sets, the results are described in Figure 3. We have noted that CG-ILP has an optimality gap < 0.5%, which means we get optimal solutions from a practical point of view. In both figures, we provide the relative performances of the two heuristics, H1 and H2, with respect to CG-ILP. The relative optimality gaps are computed as follows:

\[
\frac{\text{COST}^*_{H1} - \text{COST}^*_{CG-ILP}}{\text{COST}^*_{H1}} \quad \text{and} \quad \frac{\text{COST}^*_{H2} - \text{COST}^*_{CG-ILP}}{\text{COST}^*_{H2}},
\]

where \(\text{COST}^*\) denotes the cost value found by the \(\square\) model/algorithm. Comparisons are made in Figure 3(a) for the CSP-A protection scheme, and in Figure 3(b) for the SPR-A protection scheme. The key observations are that the H1 heuristic provides better solutions than the H2 heuristic, but at the expense of longer computing times, as discussed below. Indeed, for both protection schemes, the H1 heuristic provides solutions with an average of 5% accuracy, compared to the CG-ILP solutions, while the relative accuracy varies between 10% and 20% for the H2 heuristic.

2) Computing times vs. solution accuracy: Note that the problem we consider in the paper is an offline dimensioning problem, i.e., how to determine the network dimensions and routing for a given (average) traffic pattern. Thus, we decide how many wavelengths that need to be activated on each link, as well as paths to set-up from traffic sources to server sites (i.e. data centers). The actual grid scheduler should then make use of these paths to send jobs and actually run them. Thus, the timescale at which to run our algorithms is an order of magnitude larger than that of, e.g., job inter-arrivals.

The results discussed here have again been obtained for the EU-base topology with 5 server sites. The optimal solution of the ILP model can only be compared with the other solutions on small data sets. There, we observe that the CG-ILP model very quickly provides near optimal solutions with a very good accuracy (less than 2%). In addition, on average, CG-ILP has smaller computing times than ILP as soon as we have more than 10 connection requests. The H1 solution is less accurate, with a consistent gap around 5%, for both the CSP-A and SPR-A schemes, but its computing times are much smaller than those of the solutions for the ILP models. Similar observations can be made for H2, which is even faster than H1, but with a reduced accuracy (around 9%).

On larger data sets, only the solutions of the CG-ILP, H1 and H2 algorithms can be compared, see Figure 4. We observe that both CG-ILP and H2 algorithms are not sensitive to the number of requests, with H2 being much faster than CG-ILP. On the other hand, the computing times for H1 are increasing with the number of requests, and when the number of requests exceeds 500, H1 has higher computing times than CG-ILP. As shown by the results depicted in Figure 4, H1 provides better solutions than H2. However, when accuracy is not a major concern, but routes need to be found very fast, H2 is an interesting alternate choice and scales to very large demand sets.

C. Influence of the Number of Server Sites and the Topology

1) Number of servers: We compare here the performances of the CG-ILP algorithm with different numbers of resources (server nodes): 3, 5, and 7. Results are shown in Figure 5(a) (resp. 5(b)) for the CSP-A (resp. SPR-A) protection scheme. We observe, that for the CSP-A scheme, computing times are higher for 5 server locations than for 3, while computing times for 3 are higher than those for 7 server locations. For the SPR-A scheme, the running times with 3 server nodes are higher than with 5, and running times with 5 server nodes are higher than those with 7 server locations. We made experiments with a different data set, where the Berlin server was relocated in Copenhagen. Again, the results (not shown here) gave similar running times for 3 and 5 server locations, and lower ones for 7 server locations than for 3 or 5 server locations. Therefore, from the two case studies, no clear trend can be observed in runtime dependency on the number of server sites.
Fig. 5. Comparison of the running times for different numbers of server nodes on the EU-base topology (CG-ILP algorithm).

(a) CSP-A

(b) SPR-A

Fig. 6. SPR-A vs. CSP-A protection schemes with respect to the number of bandwidth units - (CSP-A - SPR-A) / CSP-A.

2) Impact of the topology connectivity: We next analyze the effect of the topology. For doing so, we considered the EU networks comprising the same number of nodes, but with different number of links (i.e., connectivity). We again considered the case for 5 server sites. Consequently, we investigate the performance of algorithm CG-ILP on the 3 topologies of the pan-European network (see Figure 1) described at the beginning of Section V: EU-base, EU-dense, EU-sparse with an average node degree of 2.93, 4.21, and 2.50 respectively.

Contrarily to the number of server sites, the topology seems a lot more influential, where a highly meshed network severely penalizes the execution time for CG-ILP, as observed in Figure 7. This was to be expected, since the number of possible paths increases.

3) Bandwidth savings by exploiting relocation: Lastly, we compared the bandwidth requirements of CSP-A and SPR-A, depending on the number of server nodes and the network topology. In Figure 6, we plotted the bandwidth savings that result from using the SPR-A scheme rather than the CSP-A scheme, using the ratio (bandwidth (CSP-A) – bandwidth (SPR-A)) / bandwidth (CSP-A). In all cases, there are meaningful bandwidth savings, which is rather stable with the number of job requests (experiments have been conducted for 50 up to 400 requests). On average, it is around 13% for 3 and 5 servers, and increases to around 21% for 7 servers. Indeed, the more servers, the more flexibility for an anycast scheme. With respect to the impact of the topology, the trend is as expecting, more bandwidth savings as the density is decreasing, i.e., bandwidth savings go from an average of 7% on a sparse topology, to an average of 13% for the base topology, and then to above 21% for the dense topology. It can be explained since, in such a ring-like network, a backup path to the same destination as the primary is likely to be quite long, and quite a bit longer (on average) than a path towards another server site.
In this paper, we formulated an ILP for network dimensioning purposes in an optical grid scenario with shared path protection against network single link failures. The fundamental difference with traditional RWA problems stems from the anycast routing principle: we also need to decide on the destination of the grid traffic (i.e., which grid server processes the submitted jobs originating from a particular source). Extensive case studies showed that solving the flow formulation ILP is not scalable, hence, we proposed heuristics able to solve large problem instances (with case studies ranging to networks of 28 nodes and 59 bidirectional links, and up to 400 connections). In addition, we also proposed a scalable exact method (CG-ILP) relying on column generation techniques, which offers a small to very small optimality gap (0.15% and 1.8% on average for CG-ILP on large and small instances respectively).

With respect to the shared path protection scheme, we extended our earlier limited case studies [9] on assessing the amount of network bandwidth savings achievable by exploiting relocation. We investigated the influence of network topology, and in particular node degrees, on potential savings. We found that for lower node degrees, hence sparser networks, the potential savings are much higher; 7% for a European network with 28 nodes and average node degree of 2.5 (Fig. 1(b)) , versus 21% for node degree 4.21 (Figure 1(c)).

The network savings of our relocation strategy come at the price of increased load on the relocation servers. However, in reality this seemingly additional cost is one that would need to be made anyhow to provide resilience against server failures. Our future work will investigate this claim in more detail, by studying relocation-based protection mechanisms that offer survivability in case of both single node (including server node) and single link failures.

VI. Conclusion and Future Work

In this paper, we formulated an ILP for network dimensioning purposes in an optical grid scenario with shared path protection against network single link failures. The fundamental difference with traditional RWA problems stems from the anycast routing principle: we also need to decide on the destination of the grid traffic (i.e., which grid server processes the submitted jobs originating from a particular source). Extensive case studies showed that solving the flow formulation ILP is not scalable, hence, we proposed heuristics able to solve large problem instances (with case studies ranging to networks of 28 nodes and 59 bidirectional links, and up to 400 connections). In addition, we also proposed a scalable exact method (CG-ILP) relying on column generation techniques, which offers a small to very small optimality gap (0.15% and 1.8% on average for CG-ILP on large and small instances respectively).

With respect to the shared path protection scheme, we extended our earlier limited case studies [9] on assessing the amount of network bandwidth savings achievable by exploiting relocation. We investigated the influence of network topology, and in particular node degrees, on potential savings. We found that for lower node degrees, hence sparser networks, the potential savings are much higher; 7% for a European network with 28 nodes and average node degree of 2.5 (Fig. 1(b)) , versus 21% for node degree 4.21 (Figure 1(c)).

The network savings of our relocation strategy come at the price of increased load on the relocation servers. However, in reality this seemingly additional cost is one that would need to be made anyhow to provide resilience against server failures. Our future work will investigate this claim in more detail, by studying relocation-based protection mechanisms that offer survivability in case of both single node (including server node) and single link failures.
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