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ABSTRACT

In optical Grid networks, the main challenge isatcount for not only network parameters, but atwo f
resource availability. Anycast routing has previguseen proposed as an effective solution to pm\mb
scheduling services in optical Grids, offering agéc interface to access Grid resources and svithe main
weakness of this approach is its limited scalabiispecially in a multi-domain scenario. This pag®poses a
novel anycast proxy architecture, which extendsahgcast principle to a multi-domain scenario. Thain
purpose of the architecture is to perform aggregatf resource and network states, and as suchov@pr
computational scalability and reduce control plaredfic. Furthermore, the architecture has the rdésé
properties of allowing Grid domains to maintainitheutonomy and hide internal configuration detditsm
other domains. Finally, we propose an impairmerafananycast routing algorithm that incorporatesnttaén
physical layer characteristics of large-scale @ptietworks into its path computation process. Bggrating the
proposed routing scheme into the introduced arctiite we demonstrate significant network perforneanc
improvements.
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1. INTRODUCTION

Today, the need for network systems to supporageoand computing services for science and busiisesen

satisfied by relatively isolated computing infrasture (clusters). Migration to truly distributeddaintegrated
applications requires optimization and (re)desifithe underlying network technology to create adGiatform

for the cost and resource efficient delivery ofwmrk services with substantial data transfer, @sicey power
and/or data storage requirements. Optical netwaifies an undeniable potential for the Grid, givaeit proven
track-record in the context of high-speed, longthaatworking. Not only eScience applications deglivith

large experimental data sets (e.g. particle physigsalso business/consumer oriented applicatiansbenefit
from optical Grid infrastructure [1]: both the higlata rates typical of eScience applications aeddiv latency
requirements of consumer/business applicationsnfefractivity) can effectively be addressed.

When using transparent WDM as such network teclgyplgignals are transported end-to-end optically
without being converted to the electrical domairb@tween. Connection provisioning of all-opticahoections
(lightpaths) between source and destination nodelsased on specific routing and wavelength assighme
algorithms (RWA). Traditional RWA schemes only aggbfor network conditions such as connectivity and
available capacity, without considering physicgeladetails. However, in transparent optical neksaovering
large geographical areas, the optical signal egpegéis the accumulation of physical impairments utino
transmission and switching, possibly resulting macceptable signal quality [2]. Considering that fhture
optical network is likely to have a much larger damof transparency and higher bit-rates (40Gbsgss/en
and 160Gbps is on the horizon), it will therefoequire more detailed consideration of the physioglairments
in RWA algorithms, leading to so-called Impairmémtare RWA [3].

Another emerging and challenging task in distridussd heterogeneous computing environments, is job
scheduling: when and where to execute a given Bhdbased on the requirements of the job (foraimst a
deadline and minimal computational power) and tlreent state of the network and resources. Traditip, a
local scheduler optimizes utilization and perforwenf a single Grid site, while a meta-schedulefistributes
workload across different sites. Current implemeona of these (meta-)schedulers only account fad G
resource availability [4]. A different approach daa identified in the concept of anycast routingtimizing
both network and resource usage concurrently. fdggires the routing algorithm to be aware of bathwork
and resource states, which forms a major scalashue in large-scale networks with a multitudeesfources.

In this paper we propose a novel architecture fgpsu impairment-aware anycast routing for largatesc
optical Grid networks. Section 2 discusses genapgiroaches to support multi-domain networks. We the
proceed to introduce a novel architecture, whiah peovide anycast Grid services in a multi-domaiangrio
(Section 3). Simulation analysis is used to denratestthe improved scalability without incurring rsificant
performance loss. Furthermore, Section 4 shows twmwwcorporate physical layer impairments, to farth
improve the performance of optical Grid networken€lusions are presented in Section 5.



2. MULTI-DOMAIN ROUTING

To efficiently manage large-scale networks, they generally composed of smaller sub-networks, bsual
referred to as domains. The control and managenfemtsingle domain is performed locally, and infation
concerning state and availability is in generalstared with other domains. Special agreementsasi&ervice
Level Agreements (SLAs) are usually required betwdiferent domains to create peering connectiam$ a
allow transit data transfers. The domain size atdrbgeneity make it difficult to collect all infoation needed
to make optimal decisions for multi-domain contaold management. In general, two extreme approaxiees
possible for the control of such networks, eachirtgagpecific advantages and disadvantages:

— Centralized A single control entity is aware of the full nefk and resource state of the multi-domain
network, receiving all communication requests aesponsible for all scheduling decisions. The main
strengths of this approach are its straightforn@egdloyment and reconfiguration possibilities. Hoarv
this approach is not scalable for large-scale nddsycdboth in terms of control traffic and computatl
complexity inherent in job scheduling. Also inteeogbility issues may arise since domains may have
different control plane protocols. Furthermore, faentiality policy violation may arise, since eagptical
grid site advertises all network and resource stateconfigurations to all parties involved.

— Fully Decentralized Resources send updates to all clients directty erents individually perform the
network and resource scheduling. An important agsiom is that this approach requires total tranaspey
between domains, which in reality is difficult tohgeve. It also implies that the number of statpdates
sent between each client-resource pair will in@edrmmatically compared to the centralized setup. A
advantage of this setup is the removal of the sipgint of failure (the centralized scheduler).

In the following section, we propose an alternativéhese approaches, which tries to combine tharadges

of both techniques while minimizing the relevarstiss.

3. ANYCAST PROXY ARCHITECTURE

The architecture is based on the use of proxy sgrwehich form an overlay to control job scheduliaigd
routing in a multi-domain optical Grid network. Twygpes are availablelient proxiescontacted by clients for
routing and scheduling a job request, aadource proxiexollecting resource states and sharing this in an
aggregated form with the client proxies. A resownly forwards state information to its closestorgse proxy
using anycast communication. Typically, this prisefongs to the same domain as the resource noddtan
the resource perspective it also behaves like @ kcheduler. Likewise, a client with a job to sitbto the
multi-domain Grid, forwards its request to the mséarclient proxy using anycast communication. Upon
reception of the job request, the client proxy asléhe most suitable resource proxy to forwardréueiest to,
based on aggregated information. Communication deatwproxy pairs can use a general inter-domainngut
algorithm: Section 4 presents such an algorithnoiSpally aimed at exploiting physical layer infoation.

Using this proxy-based approach has the followiegfits:

— Allows domain information hiding, and domain-spexgolicies for client and resource proxies;

— Control plane scalability: the intelligent stateeggation results in reduced control plane traffic;

— Scalability of scheduling complexity: client progidase their selection of a suitable resource pooxy

aggregated values, while the resource proxy isoresple only for resources in its own domain;

— Optimization over all interconnected domains of @réd network is possible, and considers both ngtwo

and resource states. Examples are minimal job tsigcklobal load-balanced resource utilization,;etc

— Can support any subset of parameters availableetoduting protocol, i.e. computational resourctes,

physical parameters of photonic network, etc.

Previous work has studied both optimal (based ¢oegkr Linear Programming) and heuristic algorittims
optimally dimension the proxy infrastructure [2]hd proposed algorithms perform concurrent placenoént
proxy servers and determination of their capacitéesl results show that a small number of proxyessr
suffices even in large-scale networks, implying thes a practical and efficient system.

3.1 Performance Analysis

To further motivate the efficiency of the proposedhitecture, we performed discrete event simuldiio the
three aforementioned control plane scenarios. Thelations are based on a realistic network andsfgnario,
based on the multi-domain Phosphorus network. &heslge node, the number of clients and resousces i
chosen to be proportional to the number of intend links. Intra-domain topologies are abstrattesimplify
the simulation setup: resources and clients areemed to the domain edge node by an aggregagen The
job model is configured in a similar way as desadlitin [6]; job duration is assumed to be distribdutgper-
exponentially and the job inter-arrival times fellan exponential distribution (i.e. Poisson arripabcess).
Furthermore, we assume that resources updatestagrinformation at a frequency higher than the wsed by
proxies. Since proxies generally aggregate thee stdbrmation of multiple resources, their overalte of
change is much lower, thus allowing a lower stgtdate frequency. For the simulation results showa,
assumed the resource update interval is half ofabeurce update interval.



Results for the job loss rate related to the jolb (And corresponding average generated systemolodde
second axis) are depicted in Figure 1. We can odecthat there is no significant difference in gafreptance
rate between the three alternative approachede#isefrequent distribution of aggregated resoutate dy the
proxy system does not prevent efficient resourkeation.
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Figure 1: Job loss rate for vaing IAT (load. Figure 2: Blocking percentage of anycast routi
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4. IMPAIRMENT-AWARE ANYCAST ROUTING

As the optical signal propagates through an alleappath, it experiences the impact of a varidtgftects that
introduce different types of signal distortions,ttbdinear and non-linear. Linear effects such agldied
spontaneous emission (ASE) noise, polarization ndidpersion PMD, chromatic dispersion (CD), in-band
crosstalk (XT), and filter concatenation (FC), er@ependent of the signal power and affect eachebptical
channels individually. In contrast, nonlinear impagnts like self-phase modulation (SPM), cross-phas
modulation (XPM) and four wave mixing (FWM) affermbt only each optical channel separately but they a
cause disturbance and interference between them.iriduced signal distortions that are consideredHis
work can be categorized in distortions of almogtédministic” type related only to the single chafspulse
stream, such as the interplay of SPM and groupcitgldispersion (GVD) or the optical filtering imaluced by
the (de)multiplexing (MUX/DEMUX) elements at thetmal cross-connects/optical add drop multiplexers
(OXC/OADMSs). The other category includes degradwtiof pertubative nature, introduced by ASE noisg a
the WDM nonlinearities (FWM and XPM).

This work demonstrates an algorithm for anycastinguvhich takes the physical performance of thecap
network into consideration. More specifically notythe availability of optical connections but@the quality
of these connections in terms of the quality faas considered before they can be establisheel afllytical
Q-factor introduced in [6] for the performance enalon of a static unicast IA-RWA, has been usetegrate
different types of degradations and thus to refleetoverall signal quality in the context of arstceouting. For
Q-factor evaluation, we ignored the interplay amémg different types of degradations and pertubatiature
distortions (ASE, XPM, FWM) are assumed to followBaussian distribution. SPM/GVD and optical filtegi
effects were introduced through an eye closurelpemeetric calculated on the most degraded bitepatt

4.1 Algorithm

Initially the dynamic Impairment Aware Anycast Riog (IAAR) algorithm collects all relevant physicahd
network layer parameters required for the Q-penaigluation of each bidirectional link. Upon a jaguest
arrival the algorithm performs the following steps:

1. All available Grid resources in other domains dentified, and considered as possible destinations.

2. A path from the client domain to each availabled@gsource domain is calculated according to tlhlesBa
algorithm for which Q-penalties are assigned agsi For each resource domain W paths are tribe to
discovered, one for each wavelength accordingd #vailability (where W is the link capacity).

3. For each possible destination, the lightpath whiak the lowest Q-penalty is chosen and passec toetkt
step (the maximum number of paths chosen in thas@lequals the number of Grid resource domains).

4. Only lightpaths (one for each possible destinatinith BER < 10 are considered as candidates to
accommodate the job request.

5. The first least-loaded lightpath (the least-loadéth the minimum wavelength number: first fit wagebth
assignment scheme is used) is chosen and its netesources as well as the specific destinatior Gri



resources are reserved for a certain job execuiina. (Least-loaded path is that where the minimum
number of free wavelengths over all its links is thaximum such number over all paths.)
To compare the proposed IAAR algorithm, we compiangth a straigthforward Shortest Path Anycast fay
(SPAR) algorithm has the following changes. In S2d¢he Dijkstra algorithms considers link lengtlssagights
instead of the Q-penalties for the path computapi@mtess. Also, instead of selecting a lightpatbed on the
minimum Q-penalty (for each wavelength), the statrieath (in distance) is selected (Step 3). A simil
approach is used for Step 5. Finally, note thajahés considered lost if its BER value is greabem 10°.

4.2 Performance Analysis

The performance of the IAAR and SPAR algorithms bxeen tested under a practical optical Grid scentre
Phosphorus network topology was used, while consigehe job model described in [6] and assuming th
number of clients and Grid resources in each doneelie proportional to the inter-domain links. Thenber of
wavelengths was set to 16 on each link with a chlaspacing of 50MHz, and the Q-penalties are catedl for
the middle channel, assuming that all channel®ecapied (for the non-linear impairments that aseelength
dependant). Also dual-stage EDFAs of various nfijgges were assumed for a span length of 80kmH&Rlly
a certain dispersion map was considered [8] wilinéndispersion equal to 20 ps/nm and pre-compmmsat
600 ps/nm for all fiber links.

As Figure 2 reveals, significant performance improent are achieved by including physical impairrsénto
the anycast routing decision. The benefit rangas f8 to 8% depending on the network load.

5. CONCLUSIONS

This paper discussed job routing and schedulinglesiges in a multi-domain, optical Grid environmewe
presented a novel anycast proxy architecture, whithnds the anycast principle in a multi-domaienscio.
The main purpose of the architecture is to perfaggregation of resource and network states, arsliels
improve computational scalability and reduce cdmtane traffic. Simulation analysis was used tmdastrate
the improvement in control plane scalability, withasignificant decrease in performance. Furthermomee
showed that this approach is especially usefuldads based on optical networks, by incorporatihgsgcal
impairments into the routing protocol. Results gatié that the introduction of physical layer parearsinto the
routing algorithm can considerably improve anycaating performance for optical Grid scenarios.
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